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In these lectures we consider some topics of Quantum Field Theory in Curved Space. In the first one particle
creation in curved space is studied from a mathematical point of view, especially, particle production at a given
time using the so called ”instantaneous diagonalization method”. As a first application we study particle pro-
duction in a no-oscillating model where re-heating may be explained from gravitational particle creation. In
the second one we re-calculate, with all the mathematical details, particle production in the Starobinsky model.
Particle production by strong electromagnetic fields (Schwinger’s effect) and particle production by moving
mirrors simulating black hole collapse are also studied. Inthe second lecture we calculate the re-normalized
two-point function using the adiabatic regularization. The conformally and minimally coupled cases are con-
sidered for a scalar massive and massless field. We reproduceprevious results in a rigorous mathematical form
and clarify some empirical approximations and bounds. The re-normalized stress tensor is also calculated in
several situations. Finally, in last lecture quantum correction due to a massless fields conformally coupled
with gravity are considered in order to study the avoidance of singularities that appear in the flat Friedmann-
Robertson-Walker (FRW) model. It is assumed that the universe contains a barotropic perfect fluid with state
equationp = ωρ (beingρ the energy density andp the pressure). The dynamics of the model is studied for all
values of the parameterω, and also for all values of the two parameters, that we will call α andβ, provided by the
quantum corrections. We will see that only the caseα > 0 could avoid the singularities. Then whenω > −1,
in order to obtain an expanding Friedmann universe at late times (only a one-parameter family of solutions, no a
general solution, has this behavior at late times), the initial conditions of the no-singular solutions at early times
must be very fine tuned. These no-singular solutions are: a general solution (a two-parameter family) leaving
the contracting de Sitter phase, and a one-parameter familyleaving the contracting Friedmann stage. On the
other hand forω < −1 (phantom field), the problem of the avoidance of singularities is more involved because
if one considers an expanding Friedmann stage at early times, then instead of fine tune the initial conditions
one also has to fine tune the parametersα andβ to obtain a behavior without future singularities, becauseonly
a one-parameter family of solutions follows a contracting Friedmann phase at late times, and only a particular
solution behaves like a contracting de Sitter universe. Therest of solutions have future singularities.
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I. INTRODUCTION

In these lectures we’ll try to give a self-consistent presentation of the quantum field theory in curved space and also
to show some of its applications. In the first lecture we will give a mathematical presentation of the subject and we
will re-derive, with all the details, some of its applications to the theory of gravitational re-heating. Our presentation is
no-standard, in the sense that we start explaining the “adiabatic vacuum prescription” introduced by Parker in his thesis
[1–3], and the “instantaneous diagonalization method”, introduced in Russian literature at the beginning of 70’s, based
in the idea that the number of created particles in a given mode at a given time is the energy of the mode at this time
divided by the energy of a single particle in that mode [4–7].As an instructive example we calculate particle creation
in the flat Friedmann-Robertson-Walker (FRW) chart of the deSitter space where one can sees the difference between
both prescriptions. After that, we introduce the “in” and “out” states in asymptotically flat spaces where particle creation
can be defined in the standard way [8–13]. As an application, we re-calculate the gravitational particle production in
a transition from the de Sitter phase to the radiation-dominated one [14], and we also discuss the problem of a second
inflationary stage related with the back-reaction [15–17].This example is important because it describes approximately
the inflationary phase followed by a transition to a radiation dominated universe, and the particle production process may
be used to explain the pre-heating in inflationary non-oscillatory models [14, 18, 19]. Finally we study, in a great detail,
particle production in the Starobinsky model [20–22] because we believe that there isn’t a clear explanation of particle
creation in this model. In this case, in order to obtain the well-known results, firstly one must disregards the power-law
expansion of the universe and only retains the oscillating behavior of the scale factor at late times, secondly one has to
assume that the energy density of the created particles is a well-defined quantity in this model and then one has to choose
a particular form of it, and finally one has to assume that one kind of particles, named scalarons, are the responsible for
the late time behavior of the universe, and also that is the decay of these scalarons what produce particles.

Particle production by strong electromagnetic fields [23] are also studied, and Schwinger’s formula [24] that calculates
the probability that the vacuum state remains unchanged in the presence of a constant electric field is deduced, in an
elementary but not at all mathematically correct way, usingstandard methods of Quantum Field Theory. More precisely,
it is deduced calculating the Bogoliubov coefficients for every mode via the W.K.B. method in the complex plane. At the
end a rigorous demonstration is outlined.

The last part of this first lecture is devoted to the study of particle production by moving mirrors. Our interest is
concentrated in trajectories that simulate the black body collapse, and to get the same kind of results obtained by Hawking
in [25], i.e., to obtain the black body spectrum. This occursfor perfect reflecting mirrors, but we’ll show that for semi-
transparent moving mirrors the radiation spectrum is a bit different.

In the second lecture the vacuum quantum fluctuations are studied. We calculate the re-normalized two-point function
subtracting adiabatic modes up to order two. We do the calculation for conformally coupled fields and also for minimally
coupled ones re-obtaining, in a consistent way, all the early well-known results. Calculating the two-point function is very
important in the context of inflation, for example, the eternal inflation phenomenon is manifested in some inflationary
model (new inflationary universe [26–28], chaotic inflation[29]), i.e., the large-scale quantum fluctuations of the inflaton
field termed by its two-point function lead to a process of infinitely self-reproducing inflationary mini-universes [30].
Studying the back-reaction of particles produced in the pre-heating phase also requires the two-point function of the
inflaton field and the two-point function of the light particles involved in such a process [31–33].

The mean problem with the two-point function is that it is ultra-violet divergent and requires re-normalization. The
simplest method for obtaining divergence-free expressions is the adiabatic regularization based on subtracting somegen-
eralized WKB modes [34] that have the same behavior at large frequencies as the exact modes; the divergent terms then
cancel. But the procedures for calculating the re-normalized two-point function differed somewhat in early work. The
authors assumed some not fully justified frequency cut-off or made unjustified approximations in order to obtain finite
quantities [26, 35–37].

Our task in this lecture is to matematically clarify the features appearing in those works. Firstly, the massless case is
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studied (conformally coupled and minimally coupled case),reproducing all the previous results in full detail. After this,
we study a massive field in the de Sitter phase where it’s assumed that its mass is smaller than the Hubble parameter (this
is typical in the inflationary models [30]). Here we derive the two-point function at late time in full detail and accurately
demonstrate the mean formula obtained in [26]. We finish thislecture reviewing some important results about the stress
tensor re-nomalization which will be used in last lecture.

In last lecture we study the avoidance of cosmological singularities if one takes into account the vacuum corrections
due to a massless conformally coupled field.

It’s well-known that the classical solutions of the generalrelativity for a Friedmann-Robertson-Walker (FRW) model
contain, in general, singularities (Big Bang, Big Rip, future sudden singularities), this means that near these singularities
the space-time curvature is arbitrarily large. Then, for curvatures on the order of the Planck length, quantum effects
have to be taken into account. These quantum effects, can violate the so-called energy conditions [38], and consequently
they can modify drastically the classical solution. For this reason, it is possible that quantum effects avoid the classical
singularities [39, 40].

We consider the quantum effects produced by massless fields conformally coupled with gravity. This is an special
case where, for a flat FRW universe, the quantum vacuum stresstensor, that depends on two regularization parameters,
that we callα andβ, can be calculated explicitly. Then due to the trace anomalyand the equation of conservation, one
easily calculates the vacuum energy density that contributes to the modified Friedmann equation. This equation cannot be
analytically integrated, but a qualitative phase-space study can be performed. This is the main objective of this lecture.

First, we introduce the quantum effects and write the modified Friedmann equation that depends on the parametersα
andβ, which we’ll assume that can take all possible values. Afterthat, we study the simplest case, i.e.α = 0, in this
case the modified Friedmann equation becomes a first order differential equation and can be integrated. Our conclusion,
in that case, is that the singularities are not avoided. Another simple case corresponds to the case of an empty universe
(it doesn’t contain any barotropic fluid, only quantum effects are taken into account). An special case (α < 0, β < 0)
is the Starobinsky model [20]. We’ll see that, in that case, all solutions contain singularities, except whenβ < 0, where
it appears an unstable de Sitter solution, and an unstable solution that connects the de Sitter solution with the point
H = Ḣ = 0 (beingH the Hubble parameter). Finally, we study the general case, i.e., a universe filled by a barotropic
perfect fluid with state equationp = ωρ. The only case where no-singular solutions may appear is whenα > 0 andβ < 0.
Then taking the same point of view as [41, 42], we show that when ω > −1, the no-singular early time behaviors that
can lead, at late times, to the Friedmann expanding stage, are a contracting de Sitter phase and a contracting Friedmann
phase. However their initial conditions can be very fine tuned in order to match with the expanding Friedmann stage. On
the other hand, forω < −1 the late time behavior of no-singular solutions that come from the expanding Friedmann stage
at early time, are the contracting Friedmann phase and the contracting de Sitter one. In this case, instead of fine tune the
initial conditions, one also has to fine tune the parametersα andβ in order to obtain no-singular solutions. But in both
cases, the no-singular solutions are unstable in the sense that an small perturbation leads them to a singular behavior.

The units used in these lectures arec = ~ = 1.

II. PARTICLE CREATION BY CLASSICAL FIELDS

Particle creation by gravitational fields is studied in thissection. The theory developed is applied to a non-oscillating
inflationary model and to the Starobinsky one.

A. Graviational particle production

1. Quantum fields in curved space-time: General Theory

It’s well known that the Lagrangian density of a scalar field is [11]L = 1
2 (∂µφ∂

µφ −m2φ2 − ξRφ2), and its corres-
ponding Klein-Gordon equation is given by

(−∇µ∇µ +m2 + ξR)φ = 0, (1)

where ξ is the coupling constant andR is the scalar curvature. If one considers the flat FRW metricds2 =
−dt2 + C(t)dx2 = C(η)(−dη2 + dx2) (being η the conformal time), the modes of the formφk(x, η) ≡
(2π)−3/2C−1/2(η)eikxχk(η) will satisfy the equation

χ′′
k(η) + Ω2

k(η)χk(η) = 0, (2)
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where we have introduced the notationΩ2
k
(η) ≡ ω2

k
(η) + (ξ − 1/6)C(η)R(η), with ω2

k
(η) = m2C(η) + |k|2 and

R(η) = 3
(

C′′

C2 − 1
2
C′2

C3

)
= 6a′′

a3 (beingC ≡ a2).

Firstly, we are interested in the conformally coupled case,i.e., in the caseξ = 1/6, where equation (2) becomes

χ′′
k
(η) + ω2

k
(η)χk(η) = 0. (3)

This is the equation of a set of no-interacting harmonic oscillators, so to built a quantum theory, we can consider the

following Hamiltonian operator̂H(η) ≡ 1
2

(
⊓̂2 + ω2(η)φ̂2

)
− 1

2ω(η) corresponding to a single harmonic oscillator. In

Heisenberg picture the operators⊓̂ andφ̂ satisfy the equationŝφ′ = ⊓̂ and⊓̂′ = −ω2φ̂, that is,φ̂ satisfy the Klein-Gordon
equationφ̂′′ + ω2φ̂ = 0, and thus, one can writes:

(
φ̂(η)
⊓̂(η)

)
=

(
χ(η)
χ′(η)

)
Âχ +

(
χ∗(η)
χ′∗(η),

)
Â†

χ, (4)

where the mode functionχ is a solution of the Klein-Gordon equation and̂Aχ is, in that picture, a constant operator that
we will call the ”annihilation operator relative to the modeχ”.

From the commutation relation[⊓̂, φ̂] = −i, one can deduces thatχ must satisfies the relationχ′χ∗ − χ′∗χ = −i,
which means that the annihilation operator is given by

Âχ = −i
(
χ′∗(η)φ̂(η) − χ∗(η)⊓̂(η)

)
. (5)

Once this operator has been introduced one can defines the ”vacuum state relative to the modeχ”, namely |0;χ〉, as
the quantum state that satisfieŝAχ|0;χ〉 = 0. It’s clear from this definition that there isn’t particle production at any
time, because〈χ; 0|Â†

χÂχ|0;χ〉 = 0 all the time [43]. However, this definition depends on the choice of the modeχ.

Effectively, if one chooses two different mode functions, namelyχ1 andχ2, sinceÂχ1 = α1,2Âχ2 + β∗
1,2Â

†
χ2

with
α1,2 = −iW [χ2;χ

∗
1] andβ∗

1,2 = −iW [χ∗
2;χ

∗
1] (whereW denotes the Wronskian), then an observer in the|0;χ2〉 vacuum

state can observesχ1-particles because one hasN1,2 ≡ 〈χ2; 0|Â†
χ1
Âχ1 |0;χ2〉 = |β1,2|2.

In this way, if one considers the family of solutions to the Klein-Gordon equation, namelyχη′(η), defined by the initial
condition

χη′(η′) ≡ f(η′); χ′
η′(η′) ≡ g(η′), wheref andg are some arbitrary functions, (6)

one can calculates the number ofχτ -particles detected by an observer in the|0;χτ ′〉 vacuum state, that is, the number of
produced particles at timeτ from the vacuum state at timeτ ′, with the formula

N (τ ; τ ′) ≡ 〈χτ ′ ; 0H |Â†
χτ ,H

Âχτ ,H |0H ;χτ ′〉 = |β(τ ; τ ′)|2, with β(τ ; τ ′) = iW [χτ ′;χτ ]. (7)

Note that, different families of solutions give rise to different definitions of the vacuum state. For example, to define
the adiabatic vacuum modesfirst we consider theǫ-Klein-Gordon equationǫν′′ + ω2(η)ν = 0, where here,ǫ is a
dimensionless parameter that one shall setǫ = 1 at the end of the calculations. At order ”n”, a WKB solution of the
Klein-Gordon equation is (see for details [44]):

χn;WKB(τ ; ǫ) ≡
√

1

2Wn(τ ; ǫ)
e−

i
ǫ

∫
τ Wn(η;ǫ)dη, (8)

whereW0 = ω and

Wn = terms until orderǫ2n of

(√
ω2 − ǫ2

[
1

2

W ′′
n−1

Wn−1
− 3

4

(W ′
n−1)

2

W 2
n−1

])
. (9)

Once one has introduced the WKB solutions, the adiabatic vacuum at ordern is defined through the familyχn;η′(η)
that satisfy the initial condition

χn;η′(η′) = χn;WKB(η
′; ǫ = 1); χ′

n;η′(η′) = χ′
n;WKB(η

′; ǫ = 1). (10)
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From this definition, at then order, theβ-Bogoliubov coefficient is given byβn(τ ; τ ′) = iW [χn;τ ′ ;χn;τ ], and the
number of produced particles at timeτ can be calculated from the formula

Nn(τ ; τ
′) ≡ |βn(τ ; τ ′)|2 =

1

Wn(τ)

(
1

2
[|χ′

n;τ ′(τ)|2 +W 2
n(τ)|χn;τ ′(τ)|2]− 1

2
Wn(τ)

)

+
W ′2

n (τ)

8W 3
n(τ)

|χn;τ ′(τ)|2 + W ′
n(τ)

4W 2
n(τ)

(χ′∗
n;τ ′(τ)χn;τ ′(τ) + χ′

n;τ ′(τ)χ∗
n;τ ′(τ)), (11)

whereWn(τ) ≡Wn(τ ; ǫ = 1).
Another important family of solutions to the Klein-Gordon equation, namelyχdiag;η′(η), is given by the initial condi-

tion

χdiag;η′ (η′) = χ0;WKB(η
′; ǫ = 1); χ′

diag;η′ (η′) = −iω(η′)χ0;WKB(η
′; ǫ = 1). (12)

This family defines the so-calledinstantaneous Hamiltonian diagonalization method, and their Bogoliubov coeffi-
cients

αdiag(τ ; τ
′) = −iW [χdiag;τ ′;χ∗

diag;τ ], βdiag(τ ; τ
′) = iW [χdiag;τ ′ ;χdiag;τ ], (13)

can be calculated as follows: Writingχdiag;τ ′(η) = αdiag(τ ; τ
′)χdiag;τ (η) + βdiag(τ ; τ

′)χ∗
diag;τ (η), atη = τ one gets

the system
{
χdiag;τ ′(τ) = αdiag(τ ; τ

′)χ0;WKB(τ ; ǫ = 1) + βdiag(τ ; τ
′)χ∗

0;WKB(τ ; ǫ = 1)

χ′
diag;τ ′(τ) = −iω(τ)

(
αdiag(τ ; τ

′)χ0;WKB(τ ; ǫ = 1)− βdiag(τ ; τ ′)χ∗
0;WKB(τ ; ǫ = 1)

)
,

(14)

which can be used to obtain the interesting formula

Ndiag(τ ; τ
′) ≡ |βdiag(τ ; τ ′)|2 =

1

ω(τ)

(
1

2
[|χ′

diag;τ ′(τ)|2 + ω2(τ)|χdiag;τ ′(τ)|2]− 1

2
ω(τ)

)
, (15)

which shows that this quantity is the energy at timeτ of the modeχdiag;τ ′ divided by the energy, at timeτ , of a single
particle.

Another way to obtain the Bogoliubov coefficients can be donefrom the system (14) if one takes into account that the
mode functionχdiag;τ ′(τ) satisfy the equationχ′′

diag;τ ′(τ) + ω2(τ)χdiag;τ ′ (τ) = 0. As a function of the variableτ , one
has

{
α′
diag(τ ; τ

′) = ω′(τ)
(
ν∗0;WKB(τ ; ǫ = 1)

)2
βdiag(τ ; τ

′)

β′
diag(τ ; τ

′) = ω′(τ) (ν0;WKB(τ ; ǫ = 1))
2
αdiag(τ ; τ

′).
(16)

This system can be solved by iteration, for example, if in thefirst iteration one choosesαdiag(τ ; τ
′) ∼= 1, one will arrive

at formula

βdiag(τ ; τ
′) ∼=

∫ τ

τ ′

ω′(η)

2ω(η)
e−2i

∫
η ω(η′)dη′

dη. (17)

Example II.1. (Particle creation in the flat FRW chart of the de Sitter space-time [45, 46])
In the de Sitter phase the scalar factor is given bya(η) = −1/(Hη), with −∞ < η < 0 (beingH the Hubble

parameter), and the frequency has the formω(η) =
√
ω2
0 +

m2

H2η2 , whereω0 is a constant. We are interested in the case

m≫ H which correspond to the adiabatic approximation (see below). An easy calculation yields

χ0;WKB(η; ǫ = 1) =

√
1

2ω(η)
eiω0

√
η2+m2/(H2ω2

0)

(
|η|√

η2 +m2/(H2ω2
0) +m/(Hω0)

)im/H

, (18)

which shows, whenη → −∞, that

χ0;WKB(η; ǫ = 1)→
√

1

2ω0
e−iω0η; χ′

0;WKB(η; ǫ = 1)→ −iω0ν0;WKB(η; ǫ = 1). (19)
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The mode solution that satisfy the initial condition (19) isgiven in terms of the Hankel functions [11]

χ(η) = C

√
πη

4
H(2)

µ (ω0η), (20)

with µ ≡
√

1
4 − m2

H2
∼= im/H , C ≡ e−i(πµ

2 +π
4 ) ∼= eπm/(2H)e−iπ4 and η = e−iπ|η|.

Using the asymptotic form of the Hankel functions at late times, i.e., when|η|ω0 ≪ 1 [47]

χ(η) ∼= −C
√

η

4π

H

m

[
e−πm/HΓ(1− im/H)

(ω0η

2

)im/H

− Γ(1 + im/H)
(ω0η

2

)−im/H
]
, (21)

an easy calculation provides that

|βdiag(0;−∞)|2 ∼= H3

32πm3
|Γ (1− im/H)|2 eπm/H . (22)

Using at this point [47]|Γ(1 + iy)|2 = πy/ sinh(πy), we conclude that, when|η|ω0 ≪ 1, the number of produced
particles, using the diagonalization method, is given by [46]

Ndiag(0;−∞) ∼= H2

16m2
. (23)

However if we use the zero order (the other orders give the same result) adiabatic vacuum modes, the square of the
β-Bogoliubov coefficient will be given by

|β0(0;−∞)|2 =
∣∣χ(0)χ′

0;WKB(0; ǫ = 1)− χ′(0)χ0;WKB(0; ǫ = 1)
∣∣2 . (24)

Inserting (21), in this last formula, we obtain

N0(0;−∞) ∼= H

2πm
|Γ (1 + im/H)|2 e−πm/H =

(
e2πm/H − 1

)−1

. (25)

This is the thermal spectrum obtained in the flat FRW chart of the de Sitter space-time [45, 48].

Remark II.1. The two methods give a different result because when|η|ω0 ≪ 1, one has

χ′
0,WKB(η; ǫ = 1) ∼= −iω(η)χ0,WKB(η; ǫ = 1) +

1

2η
χ0,WKB(η; ǫ = 1) 6= −iω(η)χ0,WKB(η; ǫ = 1), (26)

this is due to the fact thatlimη→0− ω(η) =∞, that is, at late time there is not a well-defined ”out” region(see below for
a precise definition of the “out” region).

In general (for arbitrary values ofξ), for a given set of modes satisfyingW [χ∗
k
, χk] = −i one can expands the

quantum field, in the Heisenberg picture, as follows:φ̂(x, η) =
∑

k
Âχk

φk(x, η) + Â†
χk
φ∗
k
(x, η), then one can defines

the quantum vacuum state relative to the modesφk(x, η) = (2π)−3/2C−1/2(η)eikxχk(η), namely|0;χ〉, which must
satisfiesÂχk

|0;χ〉 = 0 for all values ofk. However if one considers another set of modes, namelyφ̃k(x, η), one also
may develops the quantum field asφ̂(x, η) =

∑
k
Âχ̃k

φ̃k(x, η) + Â†
χ̃k
φ̃∗
k
(x, η), whereφ̃k ≡ αkφk + βkφ

∗
k

and thus,

Âχ̃k
≡ α∗

k
Âχk
− β∗

k
Â†

χk
with |αk|2 − |βk|2 = 1. The vacuum|0; χ̃〉 relative to the modes̃φk(x, η), is related with the

other vacuum trough the relation

|0; χ̃〉 =
∏

k

exp

{
1

2

β∗
k

α∗
k

(Â†
χk;τ

)2
}
|0;χ〉, (27)

and the operator ”number of particles in the modek” that depends on the choice of the set of modes, for example, for the
setφk(x, η) is N̂χk

≡ Â†
χk
Âχk

satisfies〈χ; 0|N̂χk
|0;χ〉 = 0, however one has〈χ̃; 0|N̂χk

|0; χ̃〉 = |βk|2.
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Once we have introduced these definitions, one can considersthe family of solutions to the Klein-Gordon equation,
namelyχk;η′(η), defined by the initial condition

χk;η′(η′) ≡ fk(η′); χ′
k;η′(η′) ≡ gk(η′), wherefk andgk are some arbitrary functions, (28)

to calculate the number density ofχτ -particles per unit volume detected by an observer in the|0;χτ ′〉 vacuum state, that
is, the number density of produced particles at timeτ from the vacuum state at timeτ ′. The general formula is

N(τ ; τ ′) ≡ 1

(2πa)3

∫
d3k〈χτ ′ ; 0|Â†

χk;τ
Âχk;τ

|0;χτ ′〉 = 1

(2πa)3

∫
d3k|βk(τ ; τ ′)|2, (29)

with βk(τ ; τ ′) = iW [χk;τ ′;χk;τ ].

Remark II.2. In the conformally coupled case one also can defines the energy density of produced particles at timeτ
from the vacuum state at timeτ ′ as followsρ(τ ; τ ′) ≡ 1

(2πa)3a

∫
d3kωk(τ)|βk(τ ; τ ′)|2.

Example II.2. (Particle production in the adiabatic approximation)
This approximation is based in the assumptionΩ′

k
≪ Ω2

k
. In the conformally coupled case this assumption becomes

ω′
k
≪ ω2

k
and it is always satisfied whenH ≪ m. In that case one has

χk,diag;τ ′(τ) ∼= χk,0;WKB(τ ; ǫ = 1) =

√
1

2ωk(τ)
e−i

∫
τ
τ′ ωk(η)dη, (30)

and whenω′
k
(τ ′) = 0 one can inserts this expression in formula (15) to obtain

|βk,diag(τ ; τ ′)|2 ∼=
ω′2
k
(τ)

16ω4
k
(τ)

=
m4C′2(τ)

64ω6
k
(τ)

, (31)

which helps us to conclude that, using the instantaneous diagonalization method, the number density of created particles
per unit volume is given by [5]

Ndiag(τ ; τ
′) ∼= mH2

32π2

∫ ∞

0

x2

(x2 + 1)3
dx =

mH2

512π
, (32)

and their energy density is

ρdiag(τ ; τ
′) ∼= m2H2

32π2

∫ ∞

0

x2

(x2 + 1)5/2
dx =

m2H2

96π
. (33)

Remark II.3. Note that formula (23) can be easily obtained from formula (31) applied to the de Sitter phase.

To finish we consider and asymptotically flat FRW space-time,that is, we assume thatlimη→±∞ C(η) = C±, and

we take the following set of modesφin,k(x, η) ≡ (2π)−3/2C−1/2(η)eikx e−iω−,kη√
2ω−,k

whenη → −∞, and the the set

φout,k(x, η) ≡ (2π)−3/2C−1/2(η)eikx e−iω+,kη√
2ω+,k

whenη → ∞ (beingω±,k =
√
m2C± + |k|2). In this context we can

define the “in” and “out” vacuum states, namely|0in〉 and|0out〉, and the “in” and “out” annihilation operatorŝAin,k and
Âout,k. Then, the average number of produced pairs, at late times, in thek mode, is given by〈0in|N̂out,k|0in〉 = |βk|2,
whereN̂out,k = Â†

out,kÂout,k is the operator number of “out” particles, and the beta Bogoliubov coefficient is obtained
trough the relationφin,k ≡ αkφout,k + βkφ

∗
out,k.

In that context, the number density of created particle per unit volume, at late times, is given by

N =
1

(2πa)3

∫
d3k|βk|2, (34)

and their energy density by [49]

ρ =
1

(2πa)3a

∫
d3kω+,k|βk|2. (35)
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In general, it is impossible to solve the mode equation (2) but one can rewrite this differential equation in an integral
one as follows [49, 50]:

χk(η) =
e−iω−,kη

√
2ω−,k

+
1

ω−,k

∫ η

−∞
Vk(η

′) sin(ω−,k(η − η′))χk(η
′)dη′, (36)

whereVk(η) = ω2
−,k − Ω2

k
(η).

Applying Picard’s method to lowest order, i.e, replacingχk(η
′) by e−iω−,kη′

√
2ω−,k

one obtains the following approximation

that works very well for massless nearly conformally coupled fields

αk
∼= 1 +

i

2ω−,k

∫

R

Vk(η)dη βk ∼= −
i

2ω−,k

∫

R

e−2iω−,kηVk(η)dη (37)

Note that, one will have to assumelimη→±∞ Vk(η) = 0 if one wants well defined Bogoliubov coefficients. This always
happens in the massless case, and using Plancherel’s theorem is not difficult, in the massless case, to prove that

N =
(ξ − 1/6)2

16πa3

∫

R

a4(η)R2(η)dη. (38)

2. Particle production in the transition from de Sitter phase to a radiation dominated universe

Consider the following scale factor [14]

a(η) =

{ − 1
Hη for η ≤ η0

H(η − η0)− 1
Hη0

for η0 ≤ η, (39)

whereη0 < 0 is the time when the sudden transition occurs.
This example is interesting because in the radiation phase massless particles cannot be produced, so in that phase,

the number density of created particles and their energy density are well defined quantities. Moreover, it describes
approximately the inflationary phase followed by a transition to a radiation dominated universe, and the obtained result
can be used to explain the reheating process of the universe after inflation in some no-oscillatory models [19].

First, we wil consider massless nearly conformally coupledparticles. In the de Sitter phase, one hasΩ2
k
(η) = |k|2 +

(12ξ − 2)/η2, and in the radiation oneΩ2
k
(η) = |k|2. Using formula (37) one gets

βk ∼=
i

|k|

∫ η0

−∞
e−2i|k|η 6ξ − 1

η2
dη, (40)

and form formula (38) one easily obtains

N = − (6ξ − 1)2

12πa3η30
=

(6ξ − 1)2H3

12π

(a0
a

)3
, (41)

wherea0 ≡ a(η0).
It isn’t difficult to show, from formula (37), that the energydensity diverges. However if one assumes that the transition

is not abrupt one obtains (see [14])

ρ ∼ (6ξ − 1)2

a4η40
= (6ξ − 1)2H4

(a0
a

)4
. (42)

Now, we consider massless minimally coupled particles where the mode functions that describe the vacuum state in the
de Sitter phase are given by

χk(η) = −
√
πη

4
H

(2)
3/2(|k|η) =

√
1

2|k|e
−i|k|η

(
1 +

1

i|k|η

)
, (43)
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and in the radiation one, these modes have the form

χk(η) =
1√
2|k|

(
αke

−i|k|η + βke
i|k|η

)
. (44)

Matching at timeη = η0 one obtainsβk = 1
2|k|2η2

0
e−2i|k|η0 what implies that the number density of produced particles

is infrared divergent, and their energy density is both, infrared and ultraviolet divergent.
To eliminate the infrared divergency one can imagines that at very early times the universe is in a radiation phase,

then at a given time, for exampleη = −H−1 (t = 0), there is an abrupt transition to the inflationary phase described
approximately by a de Sitter one (see for details [36, 51]). On the other hand, to avoid the ultraviolet divergencies and
can assumes that inflation finishes with an smooth transitionto the radiation phase [14] because in that case modes with
|k| ≫ |η|−1

0 have a very small contribution. Anyway if one is only interested in production of particles whose modes
leave the Hubble horizon, that is, in modes that satisfyH < |k| < |η0|−1, one can uses the formulaβk = 1

2|k|2η2
0
e−2i|k|η0

to obtain

N =
1

8π2a3η40

∫ |η0|−1

H

|k|−2d|k| = H3

8π2

(a0
a

)3( 1

H |η0|
− 1

)
, (45)

and

ρ =
1

8π2a4η40

∫ |η0|−1

H

|k|−1d|k| = H4

8π2

(a0
a

)4
ln

(
1

H |η0|

)
. (46)

Now we consider the general massless case where the modes that defines the vacuum state in the de Sitter phase are

χk(η) = C

√
πη

4
H(2)

ν (|k|η), (47)

with ν ≡
√

9
4 − 12ξ andC ≡ e−i(πν

2 +π
4 ).

For modes that satisfy|kη0| ≪ 1 one can uses the asymptotic formula

H(2)
ν (z) ∼= i

π
(z/2)

−ν
Γ(ν)− ieiπν

sin(πν)
(z/2)

ν 1

Γ(ν + 1)
. (48)

Then matching at pointη = η0 one obtains forν > 0 (i.e., forξ < 3/16) [52]

|βk|2 ∼=
1

16π
(|k||η0|/2|)−2ν−1

Γ2(ν) (1/2− ν)2 . (49)

In the opposite case|kη0| ≫ 1, from the asymptotic formula [47]

H(2)
ν (z) ∼= C

√
2

πz

(
1− i4ν

2 − 1

8z

)
e−iz, (50)

after matching at pointη = η0 one obtains

|βk|2 ∼=
1

16

4ν2 − 1

|k|2η20
e−i|k|η0 , (51)

what means that the energy density is always ultraviolet divergent.
From these results one concludes that for5/48 < ξ < 3/16 (0 < ν < 1) there isn’t infrared divergencies and thus the

number density of particles converges. Moreover, if one assumes that the transition is smooth then their energy densityis
also finite. On the other hand, whenξ ≤ 5/48 (ν ≥ 1) the number density is infrared divergent (and forξ ≤ 0 (ν ≥ 3/2)
their energy is also infrared divergent). The solution to the avoidance of divergencies in this last case is the same as for
the minimally coupled case. Then if one is only interested inmodes that leave the Hubble Horizon, one can uses the
approximation|kη0| ≪ 1 to obtain the formulae

N ∼= 4ν

32π3(ν − 1)
Γ2(ν) (1/2− ν)2H3

(a0
a

)3( 1

(H |η0|)2(ν−1)
− 1

)
, (52)
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and

ρ ∼= 4ν

64π3(2ν − 3)
Γ2(ν) (1/2− ν)2H4

(a0
a

)4 ( 1

(H |η0|)(2ν−3)
− 1

)
. (53)

Remark II.4. Note that the caseν = 1/2 is the conformally coupled case and thus there isn’t particle production.

To obtain results for massive particles we will apply the diagonalization method, more precisely, to calculate

|βk,diag(η0;−∞)|2 we have to use formula (15) with, and that is very important,ωk(η0) =
√
|k|2 + m2

H2|η0|2 . Then

for light particles (particles with small mass compared with the Hubble parameter, i.e., withm ≪ H) no-conformally
coupled one can uses the formulae (52) and (53). However for conformally coupled particles we’ve obtained, after a
cumbersome calculation, in the rangem/H ≪ |kη0| ≪ 1

|βk,diag(η0;−∞)|2 ∼ m2

H4η40 |k|4
, (54)

then, integrating over the modes that leave the Hubble horizon one has

ρdiag(η0) ∼ m4
(a0
a

)4
ln

(
1

H |η0|

)
. (55)

In the opposite case, that is, form≫ H , from the example2.1 in the range|kη0| ≪ 1, one gets

|βk,diag(η0;−∞)|2 ∼ H2

m2
, (56)

and integrating over the modes that leave the Hubble horizonone has

ρdiag(η0) ∼
H5

m

(a0
a

)4
. (57)

Finally it’s important to remark that for light particles itis well-known that its energy density during the de Sitter phase
is of the orderH4 (see equation (194) in lecture II), and then if one takes a inflationary model where the energy density
of the inflaton field, namelyρv, satisfiesρv ≪ m4

p (beingmp the Planck mass), for example if it is at the grand unified
theory scale [53], then from the Friedmann equationH2 = 8πρv

3m2
p

one will deduce thatH4 ≪ ρv, that is, the back-reaction

effect will be negligible. However, whenρv ∼ mp, in [15, 16] the authors showed, in the minimally coupled case, that
there is a new inflationary state (which makes the results obtained above incorrect) driven by the field that produce light
particles, namelyφ, and not by the inflaton field, namelyΦ, and thus instead of studying gravitational particle production,
one should study the mechanism of production of particles ofthe fieldΦ by the oscillations of the fieldφ due to the
potential energy density12m

2φ2.

3. Particle production in the Starobinsky model

In this model the universe emerges form the de Sitter phase and at late times the scale factor is approximately
given by (see for example [20, 21])a(t) ∼= t2/3[1 + 2

3Mt sin(Mt)] (in terms of the Hubble parameterH(t) =
4
3t cos

2 (Mt/2)
[
1− sin(Mt)

Mt

]
whereM is a constant that is related with the vacuum polarization effect produced by

massless conformally coupled particles. More precisely, this model corresponds to an empty universe (it doesn’t con-
tain any barotropic fluid), and only quantum effects due to massless conformally coupled fields are taken into account
[20–22, 41]. The energy density that contributes to the Friedmann equation depends on two parameters [39, 54, 55],
one of them isM and the other is calledH0 in [21]. Then, when these two parameters are positive there is an unstable
no-singular solution, that emerges from the de Sitter phasewith H(t) = H0 and at late times approaches to a matter

dominated universe withH(t) = 4
3t cos

2 (Mt/2)
[
1− sin(Mt)

Mt

]
(A more detailed description of this model is given in

last lecture).
First at all we study the production of massless nearly conformally coupled particles. To do this we’ll follow Vilenkin’s

viewpoint [21] (see also [22]). The idea is to calculate the rate of particle per unit volume and per unit time, this concept
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was introduced in [50] but without any explanation. Here we’ll try to justify the results obtained in [50]. Note that to
calculate the particle rate per unit time one needs to calculate the particle production at a given time and then to calculate
its derivative with respect to time, that is, one has to use formula (29) withτ ′ = −∞. To perform this calculation we’ve
to choose a given family of mode solutions. From our point of view the most natural choice is

χk,τ (η) =
e−i|k|η
√
2|k|

+
1

|k|

∫ η

τ

Vk(η
′) sin(|k|(η − η′))χk,τ (η

′)dη′, (58)

with Vk(η) = ω2
−,k − Ω2

k
(η) = −(ξ − 1/6)C(η)R(η).

Note that these modes satisfy

χk,τ (τ) =
e−i|k|τ
√
2|k|

and χ′
k,τ(τ) = −i|k|

e−i|k|τ
√
2|k|

. (59)

Now applying Picard’s method to lowest order one obtains

βk(τ ;−∞) ∼= − i

2|k|

∫

R

θ(τ − η)e−2i|k|ηVk(η)dη, (60)

where we’ve introduced the Heaviside functionθ. Then from Plancherel’s theorem one obtains the following density of
produced particles at timeτ

N(τ ;−∞) ∼= (ξ − 1/6)2

16πa3

∫ τ

−∞
a4(η)R2(η)dη. (61)

To calculate the rate of particles per unit volume and unit time, one has to multiply this last quantity bya3 and to take
the derivative with respect the cosmic time and finally to divide bya3, the final result is

1

a3
d

dt
(a3N(τ ;−∞)) ∼= 1

16π
(ξ − 1/6)2R2(τ), (62)

that coincides with formula(2.29) of [21].
Using the formulaR = 12H2 + 6 dH

dt , one has approximately at late timesR ∼= − 4M
t sin(Mt). Then averaging over a

period of oscillation one finally obtains

1

a3
d

dt
(a3N(τ ;−∞)) ∼= M2

2πt2
(ξ − 1/6)2. (63)

At this moment an important remark is in order. If one makes, at late times, the approximationa(t) ∼= t2/3 (that
corresponds to the expansion law of a matter-dominated universe) one hast ∼ η3, thenR(η) ∼ η−3 what means that,
at late times,Vk(η) ∼ η and thus one has an infinite production of particles. One can avoid this problem neglecting the
effect of power-law expansion and taking as a scalar factor the functiona(t) ∼= [1 + 2

3Mt sin(Mt)], in that case one has
t ∼ η and thus, at late times, one hasVk(η) ∼ η−1.

To calculate the energy density per unit time one has to take into account that the energy density at a given time, in
general, diverges for a no-conformally coupled fields (see for example [56]), then one has to re-normalize this quantity.
Moreover, the re-normalized energy density depends, in general, on the regularization method used, and in the final result
it appears some vacuum polarization terms, that are very difficult to separate of those relative to the particle production
(only in the conformally coupled case this is possible to do).

For these reasons in order to “calculate” the energy densityper unit we use the fact that the main contribution to the
particle production come from modes withk ∼ M/2. This can be deduced taking into account the oscillating behavior
of the curvature at late times, effectively, insertingVk ∼= (ξ − 1/6)4Mη sin(Mη) in the beta Bogoliubov coefficient,
one deduces that the oscillating character of the integral disappear whenk = M/2. Then one might concludes that an
approximation for the energy density per unit time, averaged over an oscillation, is given by

d

dt
ρ(τ ;−∞) ∼= M

2

1

a3
d

dt
(a3N(τ ;−∞)) ∼= M3

4πt2
(ξ − 1/6)2. (64)
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At this point is important to remember that Starobinsky proposed in [20] that the oscillating behavior of the scale factor
can be though as a coherent oscillations of a massive field described by particles of massM (scalarons), then with this
point of view, gravitational particle production could be understood as a decay of scalarons (due to its rapid oscillations)
into other particles like massless no-conformally coupledparticles, massive conformally coupled ones, etc...

In this way, one can calculates the rate at which the energy ofscalarons is dissipated

Γ ≡
d
dtρ(τ ;−∞)

ρ(τ)
, (65)

where to obtain the energy density of the scalaronsρ(τ) one must uses the “effective” Friedmann equationH2 = 8πρ(τ)
3m2

p
,

beingmp the Planck mass (we say “effective” because in the Starobinsky model the energy density that appears in the
equations is only due to the vacuum polarization, but from Starobinsky’s viewpoint, at late time, one could thinks that
scalarons drive the expansion of the universe).

Now sinceH = 2
3t one has

Γ ∼= 3

2

M3

m2
p

(ξ − 1/6)2. (66)

Finally at time t ∼ Γ−1 the oscillations of the scalarons field are damped, the created particles thermalize, and
the universe becomes radiation dominated. To calculate itstemperature, one has to use the thermodynamical relation
ρ = π2

30N(T )T 4, whereN(T ) is the effective number of relativistic degrees of freedom at temperatureT , the effective
Friedmann equation, and the fact that reheating ends whenΓ ∼ H (see for example [57]), then one obtains

Tth ∼
√
Γmp ∼ |ξ − 1/6|M3/2m−1/2

p . (67)

To end the section, we study massive conformally coupled particle production in the Starobinsky model. First at all
note that, to apply formula (37) one must assumes thatlimt→+∞ a(t) = limt→−∞ a(t) [49], then one doesn’t have to
work with the Starobinsky model because it doesn’t satisfy this assumption. We will work with the an scale factor that
at early times isa(t) ∼= 1 and at late time isa(t) ∼= [1 + 2

3Mt sin(Mt)]. We also assume thatm ≪ M , then since

ω2
−,k = |k|2 +m2, at late times, one hasVk(η) = ω2

−,k − ω2
k
(η) = m2(1− a2(η)) ∼= 4m2

3Mη sin(Mη).
Now if one chooses the family of solutions

χk,τ (η) =
e−iω−,kη

√
2ω−,k

+
1

ω−,k

∫ η

τ

Vk(η
′) sin(ω−,k(η − η′))χk,τ (η

′)dη′, (68)

one obtains

βk(τ ;−∞) ∼= − i

2ω−,k

∫

R

θ(τ − η)e−2iω−,kηVk(η)dη. (69)

Thus, since now we cannot apply Plancherel’s theorem, to calculate the density of produced particles at timeτ , we
make the change of variable|k|2 +m2 = x2M2 and make the approximationxM

√
x2M2 −m2 ∼= x2M2 − m2

2 , then
one gets

N(τ ;−∞) ∼= M3

2π2a3(τ)

[∫ ∞

m/M

x2|βk(τ ;−∞)|2dx − m2

M2

∫ ∞

m/M

|βk(τ ;−∞)|2dx
]

∼= M3

2π2a3(τ)

∫ ∞

0

x2|βk(τ ;−∞)|2dx. (70)

Now we can apply Plancherel’s theorem to obtain

N(τ ;−∞) ∼= 1

16πa3(τ)

∫ τ

0

V 2
k
(η)dη, (71)
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and then, at late times, one has

1

a3
d

dt
(a3N(τ ;−∞)) ∼= m4

9πM2τ2
sin2(Mτ), (72)

where we have used the approximationa(τ) ∼= 1. Averaging over an oscillation one has

1

a3
d

dt
(a3N(τ ;−∞)) ∼= m4

18πM2τ2
. (73)

To calculate the energy density per unit time, we use once again that the main contribution to the particle creation comes
from modes withk ∼M/2, then

d

dt
ρ(τ ;−∞) ∼= M

2

1

a3
d

dt
(a3N(τ ;−∞)) ∼= m4

36πM2τ2
. (74)

And finally, the rate at which the energy of scalarons is dissipated is

Γ ≡
d
dtρ(τ ;−∞)

ρ(τ)
∼= m4

6Mm2
p

, (75)

this is the result obtained by Starobinsky [20].

B. Particle production by strong electromagnetic fields: Schwinger’s formula

Here we deduce the well-known Schwinger formula [24] for spin and spinless particles using the W.K.B. approximation,
that is, we compute the probability that the vacuum state remains unchanged in the presence of a constant electric field
using the semi-classical approach.

First, we consider, in the Minkowski space-time, the Klein-Gordon field in a box of volumeL3, coupled with an external
uniform vector potentialf(t). The Klein-Gordon equation is equivalent to a Hamiltonian system, composed by an infinite
number of harmonic oscillators with frequencies which depend on time. The mode equations are:

χ′′
k
+ ω2

k
(t)χk = 0 with k ∈ Z

3, (76)

where nowω2
k
(t) =

∣∣ 2πk
L + ef(t)

∣∣2 +m2 (beinge the electric charge).
We assume thatlimt→±∞ ωk(t) = ωk,±, and we write the “in”-states as linear combinations of the “out”-states as

follows

χin,k(t) = αkχout,k(t) + βkχ
∗
out,k(t), (77)

then one has,̂Aout,k = αkÂin,k + β∗
k
Â†

in,k.
Let |nk〉 be the “in”-state that containsn particles in thek mode, and let|nk) be the “out”-state that containsn particles

in thek mode. Then, it is easy to obtain the following relations [6]:

|0k〉 = C̃k

∞∑

n=0

(
β∗
k

α∗
k

)n

|nk), |0k) = C~k

∞∑

n=0

(
−β

∗
k

αk

)n

|nk〉, (78)

with |C̃k|2 = |Ck|2 = |αk|−2.
From these relations, we deduce that the probability that a particle in thek mode is produced [2, 6, 58], is

|(nk|0k〉|2 =
|βk|2n

(1 + |βk|2)n+1
, (79)

and the average number of produced particle in thek mode, is

〈0k|â+out,kâout,k|0k〉 = |βk|2. (80)
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Example II.3. (Adiabatic approximation) From formulae (29) and (31) one obtains the following formula for the number
density of produced particles

Ndiag(t;−∞) =
α

512πm
|E(t)|, (81)

whereα = e2 is the fine structure constant andE(t) = −ḟ(t) is the external electric field. However, their energy density
diverges. To obtain a well-known defined quantity one has to re-normalize the electric charge, after this one has (see
details in [6, 69–71])

ρdiag(t;−∞) =
7α2

1920π2m4
|E(t)|4 + α

960π2m2

(
|Ė(t)|2 − 2E(t) · Ë(t)

)
. (82)

Moreover it is also possible to calculate, after charge re-normalization, the induced electric field, that is, the corrections
to the external electric field due to vacuum fluctuations [6, 69]

Evac(t) =
α

120πm2
Ë(t)− 7α2

360πm5
E(t)|E(t)|2, (83)

and the effective Lagrangian density for the electric field [69]

Leff (t) =
1

8π
|E(t)|2 + 7α2

5760π2m4
|E(t)|4 + α

960π2m2
|Ė(t)|2, (84)

which generalizes the Euler-Heisenberg formula [24], for atime-dependent field.

From these results obtained above one can deduce that the probability that the vacuum state remains unchanged, namely
P is

P =
∏

k∈Z3

1

1 + |βk|2
= exp

(
−
∑

k∈Z3

log
(
1 + |βk|2

)
)

= exp

(
−
∑

k∈Z3

∞∑

n=1

(−1)n+1

n
|βk|2n

)
(85)

As an application of this result, we’ll find Schwinger’s formula for scalar particles. Consider the casef(t) =
(0, 0, f(t)), where

f(t) =





−ET if t < −T
Et if −T < t < T
ET if t > T,

(86)

beingE the electric field and withT ≫ 1. We suppose for exampleeE > 0 (The caseeE < 0 is analogous).
The Schwinger formula gives the probability that the vacuumstate remains unchanged. Then, using the notation

N ≡ 2TL3E2α

8π3
, S ≡ πm2

eE
, (87)

Schwinger’s formula for spinless particles is [24]

P = exp

(
−N

∞∑

n=1

(−1)n+1

n2
exp (−nS)

)
. (88)

In order to deduce this formula, we compute theβ Bogoliubov coefficient using the relativistic tunneling effect [59–61],
i.e., using the formulae given by the W.K.B. method in the complex plane [62–64]in a formal way. (we say in a formal
way because our field is not analytic, and the formula (89) that we’ll use is only mathematically justified for analytic
fields). The result is [65]

|βk|2 =





exp

(
−Im

∫
γ

√(
k2⊥ +m2 +

(
2πk3

L + eEz
)2)

dz

)
if
∣∣ 2πk3

L

∣∣ < eET

0 if
∣∣ 2πk3

L

∣∣ > eET,

(89)
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where k⊥ ≡ 2π
L (k1, k2), and γ is a simple curve in the complex plane, containing the complex turning points

− 2πk3
L

±
√

k2
⊥+m2

eE as interior points (Note that for
∣∣2πk3

L

∣∣ > eET there isn’t turning points [66], that’s the reason why
for that modes its beta-Bogoliubov coefficient vanishes). Now, it’s easy to verify that

|βk|2 =

{
exp

(
−π(k2

⊥+m2)
eE

)
if
∣∣2πk3

L

∣∣ < eET

0 if
∣∣ 2πk3

L

∣∣ > eET,
(90)

and therefore, the probability that the vacuum state remains unchanged is

P = exp

(
−
∑

k∈Z3

∞∑

n=1

(−1)n+1

n
|βk|2n

)
= exp

(
−N

∞∑

n=1

(−1)n+1

n2
exp (−nS)

)
, (91)

in agreement with Schwinger’s result.
In the same way one obtains that the average number of produced pairs per unit volume and per unit time, is

E2α

8π3
exp

(
−πm

2

eE

)
. (92)

To obtain Schwinger’s formula for fermions, one has to use the Pauli Exclusion Principle to get the following relation
between Bogoliubov’s coefficients [65, 67, 68]

|αk|2 + |βk|2 = 1. (93)

Now |βk|2 is the probability that a particle is created in thek mode, because it’s the same that the average number of
produced particles in that mode, and consequently|αk|2 is the probability that no particles are produced in that mode.
Therefore, due to the existence of two states with spin1/2, the probability that the vacuum state remains unchanged is

P =
∏

k∈Z3

(1− |βk|2)2 = exp

(
−2

∑

k∈Z3

∞∑

n=1

1

n
|βk|2n

)
= exp

(
−2N

∞∑

n=1

1

n2
exp (−nS)

)
. (94)

Remark II.5. In that Section we’ve obtained Schwinger’s formula in an easy but formal way. However if one wants a
complete demonstration of the formula with all the details,one can look up at [72–75]. Essentially, the idea is to make

the change of variabley =
√

2
eE (2πk3

L + eEt), then the Klein-Gordon equation behaves

χ′′
k
+ ω̃2

k
(y)χk = 0, (95)

where,ω̃k(y) ≡
√

1
4y

2 −Ak andAk ≡ −1
2eE (k2⊥ +m2).

In this case, the functionχk,0;WKB(y; ǫ = 1) ≡
√

1
2ω̃k(y)

e−i
∫

y ω̃k(τ)dτ , has the asymptotic behavior

χk,0;WKB(y; ǫ = 1) =

{
eiy

2/4(y2)−1/4−iAk/2 y → −∞
e−iy2/4(y2)−1/4+iAk/2 y →∞. (96)

Note thatχ′
k,0;WKB(y; ǫ = 1) = −iω̃k(y)χk,0;WKB(y; ǫ = 1) wheny → ±∞, this means that the diagonalization

metod and zero order adiabatic vacuum modes give the same value forβk.
On the other hand, a independent set of solutions of (95) is given by the two following parabolic cylinder functions [47]

uk,1(y) = exp

(
− i
4
y2
)
M

(
− i
2
Ak +

1

4
,
1

2
,
i

2
y2
)

(97)

uk,2(y) =
1√
2
exp

(
− i
4
y2
)
y exp

(
− iπ

4

)
M

(
− i
2
Ak +

3

4
,
3

2
,
i

2
y2
)
, (98)

whereM is the Kummer’s function.
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We now define the mode solution

χk(y) ≡ ~
1/2B−1

k
eiπ/8e−πAk/42−1/4−iAk/2ϕk(y), (99)

with

ϕk(y) ≡
Γ
(
1
4 + i

2Ak

)

Γ
(
1
2

) uk,1(y) +
Γ
(
3
4 + i

2Ak

)

Γ
(
3
2

) uk,2(y), (100)

and

Bk ≡
Γ
(
1
4 + i

2Ak

)

Γ
(
1
4 − i

2Ak

) + i
Γ
(
3
4 + i

2Ak

)

Γ
(
3
4 − i

2Ak

) . (101)

Then, from the asymptotic behavior of the Kummer’s function[47] we can see that

χk(y)→ χk,0;WKW (y; ǫ = 1), when y → −∞, (102)

and

χk(y)→ B−1
k
eiπ/421−iAkχk,0;WKW (y; ǫ = 1) + CkB

−1
k
χ∗
k,0;WKW (y; ǫ = 1), when y →∞, (103)

with

Ck ≡
Γ
(
1
4 + i

2Ak

)

Γ
(
1
4 − i

2Ak

) − iΓ
(
3
4 + i

2Ak

)

Γ
(
3
4 − i

2Ak

) .

Then from this last formula we can deduce that, in both cases (diagonalization method and zero order adiabatic vacuum
modes), the square of theβ-Bogoliubov coefficient is given by

|βk|2 = |Ck/Bk|2 = e2πAk = exp
(
− π

eE
(k2⊥ +m2)

)
, (104)

in agreement with (90).

C. Moving Mirrors

Consider a massless scalar fieldφ in the 2-dimensional Minkowski space-time interacting with a perfect reflecting
moving mirror. Assume that the mirror trajectory follows aninertial prescribed trajectoryx = g(t), that in light-like
coordinatesu ≡ t− z andv ≡ t+ z, we write asv = V (u) or u = U(v).

For a perfectly reflecting mirror the set of “in” and “out” mode functions is [76–78]





φinω,R(u, v) =
1√
4π|ω|

(
e−iωv − e−iωV (u)

)
θ(v − V (u))

φinω,L(u, v) =
1√
4π|ω|

(
e−iωu − e−iωU(v)

)
θ(u − U(v))

(105)





φoutω,R(u, v) =
1√
4π|ω|

(
e−iωu − e−iωU(v)

)
θ(v − V (u))

φoutω,L(u, v) =
1√
4π|ω|

(
e−iωv − e−iωV (u)

)
θ(u− U(v)),

(106)

whereφinω,R (resp.φinω,L) represents particles with frequencyω coming from the right (resp. left) null past infinity domain
J−
R (resp.J −

L ), andφoutω,R (resp.φoutω,L) represents particles with frequencyω going to the right (resp. left) null future
infinity domainJ +

R (resp.J +
L ).
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It is a well-known fact that the average number of particles in theω mode produced from the vacuum in the right hand
side (rhs) of the mirror, is [78, 79]

N(ω) =

∫
dω′|βR,R

ω,ω′ |2. (107)

Then our main objective is to calculate the beta Bogoliubov coefficient

βR,R
ω,ω′ ≡ (φoutω,R

∗
;φinω′,R)

∗
, with ω, ω′ > 0, (108)

where the parenthesis in the right member denotes the usual product for scalar fields [11], that is,

βR,R
ω,ω′ ≡ i

∫ ∞

g(t)

φoutω,R(t, x)
←→
∂t φ

in
ω′,R(t, x)dx, (109)

that doesn’t depend on the space-like hyper-surface chosen.
The best way to perform this calculation is to choose as hyper-surface the right null future infinityJ +

R , then one has

βR,R
ω,ω′ = 2i

∫

R

duφoutω,R∂uφ
in
ω′,R =

−i
2π
√
ωω′

∫

R

due−iωu∂ue
−iω′V (u) =

1

2π

√
ω

ω′

∫

R

due−iωue−iω′V (u). (110)

Assuming that the mirror’s velocity converges fast enough to a constant when|u| → ∞, and integrating by parts one
gets

βR,R
ω,ω′ = − 1

2πi

√
ωω′

∫

R

du
V ′′(u)

(ω + ω′V ′(u))2
e−iωue−iω′V (u). (111)

For simplicity we assume that the mirror’s acceleration is discontinuous at the pointu = a, after another integration by
parts one obtains

βR,R
ω,ω′ = − 1

2π

√
ωω′ 1

(ω + ω′V ′(a))3
e−iωae−iω′V (a)(V ′′(a−)− V ′′(a+))

+
1

2π

√
ωω′

∫

R

du

[
V ′′′(u)

(ω + ω′V ′(u))3
− 3ω′(V ′′(u))2

(ω + ω′V ′(u))4

]
e−iωue−iω′V (u). (112)

From this formula, assuming that the mirror’s trajectory isasymptotically inertial, i.e.,V ′(u) > 0 ∀u ∈ R (see for

example [79]), one concludes that
∣∣∣βR,R

ω,ω′

∣∣∣
2

andω
∣∣∣βR,R

ω,ω′

∣∣∣
2

are integrable functions in the domain[0,∞)2 \ [0, 1]2.

Finally, we’re interested in the production of particles inthe infrared domain, i.e., we want to calculate
∣∣∣βR,R

ω,ω′

∣∣∣
2

in

[0, 1]2. We write the Bogoliubov coefficient as follows

βR,R
ω,ω′ =

1

2π

√
ω

ω′

∫

R

due−i(ω+Bω′)ue−iω′(V (u)−Bu), (113)

with B > 0. After an integration by parts one obtains

βR,R
ω,ω′ = − 1

2π

√
ωω′

ω +Bω′

∫

R

du(V ′(u)−B)e−iωue−iω′V (u), (114)

and thus, if the function|V ′(u) − B| is integrable inR for someB > 0, it can be deduced that
∣∣∣βR,R

ω,ω′

∣∣∣
2

andω
∣∣∣βR,R

ω,ω′

∣∣∣
2

are integrable functions in the domain[0, 1]2. An example of this kind of trajectories is

V (u) =





Bu u ≤ 0
V (u) 0 ≤ u ≤ u0

V (u0) +B(u − u0) u ≥ u0.
(115)
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However if we one is only interested in the convergence of thefunctionω
∣∣∣βR,R

ω,ω′

∣∣∣
2

in the domain[0, 1]2, one only needs

trajectories that satisfy

∫ 0

−∞
du|V ′(u)−B1| <∞ and

∫ ∞

0

du|V ′(u)−B2| <∞ (116)

for some no-negatives constantsB1 andB2, (here it’s important to remark that one of these constants can be zero, that is,
it’s not worth that the trajectory be asymptotically inertial). To prove this statement we write

βR,R
ω,ω′ =

1

2π

√
ω

ω′

[∫ 0

−∞
due−i(ω+B1ω

′)ue−iω′(V (u)−B1u) +

∫ ∞

0

due−i(ω+B2ω
′)ue−iω′(V (u)−B2u)

]
, (117)

and we assume for simplicity thatV (0) = 0. After an integration by parts one gets the formula

βR,R
ω,ω′ = − 1

2π

√
ωω′ B1 −B2

(ω +B1ω′)(ω +B2ω′)
− 1

2π

√
ωω′

ω +B1ω′

∫ 0

−∞
du(V ′(u)−B1)e

−iωue−iω′V (u)

− 1

2π

√
ωω′

ω +B2ω′

∫ ∞

0

du(V ′(u)−B2)e
−iωue−iω′V (u), (118)

that proves the statement.
In conclusion we’ve proved that for asymptotically inertial trajectories with continuous velocity the radiated energy is

finite. However it is also possible an infinite production of particles with very low frequency (an infrared divergency).To
remove this divergency one must assumes that the initial andfinal mirror’s velocity is the same.

Note that particle creation for partially transmitting mirrors is a bit different: At very high frequencies the mirror
behaves transparent, and then there are not particle production independently of the mirror’s trajectory. On the otherhand,
at very low frequencies the mirror behaves a perfect reflector and then the same kind of infrared problems as in the perfect
reflector case remain. Consequently, if one is only interested in a finite radiated energy, one can considers trajectories with
a continuous velocityV ′(u) ∀u ∈ R, which fulfill the condition (116) as, for instance, the no-asymptotically inertial
trajectory:

v = V (u) ≡






u if u ≤ 0

1
k (1 − e−ku) if u ≥ 0.

(119)

1. Simulating black body collapse

Now we’re interested in a trajectory that simulates a black body collapse [11, 80, 81], that is, with the following form

v = V (u) ≡





u if u ≤ 0

1
k (1− e−ku) if 0 ≤ u ≤ u0

V (u0) +A(u − u0) if u ≥ u0,

(120)

with A = e−ku0 , wherek is a frequency andku0 ≫ 1.
Note that this trajectory can be written under the followingform, too

u = U(v) ≡






v if v ≤ 0

− 1
k ln(1− kv) if 0 ≤ v ≤ v0

U(v0) +A−1(v − v0) if v ≥ v0.

(121)
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Then,

βR,R
ω,ω′ = 2i

∫

R

duφoutω,R∂uφ
in
ω′,R =

1

2πi
√
ωω′

ω′

ω + ω′ −
1

2πi
√
ωω′

e−iωu0e−iω′V (u0)
ω′A

ω + ω′A

− 1

2π

√
ω′

ω

1

k

∫ 1−A

0

ds(1− s)iω/ke−iω′/ks. (122)

Assuming for simplicityω ∼ k, if one is interested in the domain of frequencies1≪ ω′/k≪ A−1, one arrives at

βR,R
ω,ω′ ∼= 1

2πi
√
ωω′ −

1

2π

√
ω′

ω

1

k

∫ 1−A

0

ds(1− s)iω/ke−iω′/ks. (123)

To obtain an explicit expression to the second term on the rhs, we consider the domain

D ≡ {z ∈ C/Rez ∈ [0, 1−A], Imz ∈ [−ǫ, 0], with
k

ω′ ≪ ǫ≪ 1}. (124)

and, going through the same steps as in [82], one easily obtains

βR,R
ω,ω′ ∼= 1

2πi
√
ωω′

e−iω′/k

(
ik

ω′

)iω/k

Γ (1 + iω/k) , (125)

and thus, using that|Γ (1 + iω/k) |2 = πω/k
sinh(πω/k) (see [47]) one gets, for a perfect reflecting mirror, that

∣∣∣βR,R
ω,ω′

∣∣∣
2 ∼= 1

2πω′k

(
e2πω/k − 1

)−1

, (126)

in the range1≪ ω′/k ≪ A−1.

Remark II.6. From that formula, one deduces that the number of radiated particles in theω mode diverges logarithmic-
ally with u0 → ∞. In this situation the physically relevant quantity is the number of created particles in theω mode per
unit time. This dimensionless quantity is finite and its value is given by [82, 83]

lim
u0→∞

1

u0
N(ω) =

1

2π

(
e2πω/k − 1

)−1

. (127)

Now we’ll study what happens when the mirror is partially reflecting. First, we search for the co-moving coordinates
(τ, ρ), that is, the coordinates for which the mirror is at rest,τ being i the proper time of the mirror, and we takeρ such
that its trajectory is given byρ = 0. Introducing the light-like coordinates(ū, v̄) defined as

ū ≡ τ − ρ; v̄ ≡ τ + ρ, (128)

we will calculate the mirror’s trajectory in the coordinates (ū, v̄). Along this trajectory, the length element obeys the
identity [84]

dτ2 = dū2 = dv̄2 = V ′(u)du2 = U ′(v)dv2. (129)

Then, an easy calculation yields the relations

v̄ = ū(u) ≡





u if u ≤ 0

2
k (1− e−ku/2) if 0 ≤ u ≤ u0

ū(u0) +
√
A(u− u0) if u ≥ u0,

(130)

and,

ū = v̄(v) ≡






v if v ≤ 0

2
k (1−

√
1− kv) if 0 ≤ v ≤ v0

v̄(v0) +A−1/2(v − v0) if v ≥ v0.

(131)
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When the mirror is at rest, scattering is described by the S-matrix (see [85–87] for more details)

S(ω) =

(
s(ω) r(ω)e−2iωL

r(ω)e2iωL s(ω)

)
, (132)

wherex = L is the position of the mirror. TheS matrix is taken to be real in the temporal domain, causal, unitary, and
the identity at high frequencies [86]. Correspondingly, the ”in” modes in the coordinates(ū, v̄) are [88]

ginω,R(ū, v̄) =
1√
4π|ω|

s(ω)e−iωv̄θ(ū − v̄) + 1√
4π|ω|

(
e−iωv̄ + r(ω)e−iωū

)
θ(v̄ − ū). (133)

ginω,L(ū, v̄) =
1√
4π|ω|

(
e−iωū + r(ω)e−iωv̄

)
θ(ū − v̄) + 1√

4π|ω|
s(ω)e−iωūθ(v̄ − ū). (134)

On the other hand, the ”in” modes in the coordinates(u, v), namelyφin, are defined in the right null past infinityJ −
R

by

φinω,R =
1√
4π|ω|

e−iωv; φinω,L = 0, (135)

and in the left null past infinityJ−
L by

φinω,R = 0; φinω,L =
1√
4π|ω|

e−iωu. (136)

Writing ḡinω,k(u, v) ≡ ginω,k(ū(u), v̄(v)) with k = R,L, and using that̄gin−ω,k = ḡin∗ω,k, one obtains the following relation

φinω,k =

∫

R

dω′χ(ω′)(ḡinω′,k;φ
in
ω,k)ḡ

in
ω′,k, with k = R,L (137)

with χ(ω′) the sing function. To calculate explicitly the ”in” modes, Ichoose the coefficientsr(ω) = −iγ
ω+iγ ands(ω) =

ω
ω+iγ with α ≥ 0 that correspond to the so-called Barton-Calogeracos model[88–90]. In this case, on the rhs of mirror
one has [91]

φinω,R(u, v) =
1√
4π|ω|

e−iωv + φreflω,R (u); φinω,L(u, v) = φtransω,L (u), (138)

where

φreflω,R (u) =





1√
4π|ω|

−iγ
ω+iγ e

−iωV (u); u ≤ 0

1√
4π|ω|

−iγ
ω+iγ e

−γū(u) − 2γ

k
√

4π|ω|
e−iω

k

∫ k
2 ū(u)

0
dse

iω
k (s+1− k

2 ū(u))
2

e−
2γs
k ; 0 ≤ u ≤ u0

1√
4π|ω|

−iγ
ω+iγ e

−γū(u) − 1√
4π|ω|

iγ√
Aω+iγ

[
e−iωV (u) − e−iωV (u0)e−γ(ū(u)−ū(u0))

]

− 2γ

k
√

4π|ω|
e−iω

k e−γ(ū(u)−ū(u0))
∫ k

2 ū(u0)

0
dse

iω
4 (s+1− k

2 ū(u0))
2

e−
2γs
k ; u ≥ u0

(139)

and

φtransω,L (u) =





1√
4π|ω|

ω
ω+iγ e

−iωV (u); u ≤ 0

1√
4π|ω|

e−iωu + 1√
4π|ω|

−iγ
ω+iγ e

−αū(u) − 2γ

k
√

4π|ω|

∫ k
2 ū(u)

0 ds(s+ 1− k
2 ū(u))

2iω
k e−

2γs
k ; 0 ≤ u ≤ u0

1√
4π|ω|

−iγ
ω+iγ e

−γū(u) + 1√
4π|ω|

e−iωu0

ω+iγ
√
A

[
ωe

−i ω√
A
(ū(u)−ū(u0)) + iγ

√
Ae−γ(ū(u)−ū(u0))

]

− 2γ

k
√

4π|ω|
e−γ(ū(u)−ū(u0))

∫ k
2 ū(u0)

0 ds(s+ 1− k
2 ū(u0))

2iω
k e−

2γs
k ; u ≥ u0

(140)
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Note that in the case of perfect reflection, that is, whenγ →∞ one has

φreflω,R (u)→ − 1√
4π|ω|

e−iωV (u); φtransω,L (u)→ 0, (141)

and when the mirror is transparent, i.e., whenγ → 0 one has

φreflω,R (u)→ 0; φtransω,L (u)→ 1√
4π|ω|

e−iωu. (142)

Since we’re interested in the particle production on the rhsof the mirror, we must now calculate

βR,R
ω,ω′ ≡ (φoutω,R

∗
;φinω′,R)

∗
, and βR,L

ω,ω′ ≡ (φoutω,R
∗
;φinω′,L)

∗
ω, ω′ > 0. (143)

In order to calculate this products we choose the right null infinity J+
R , because here the ”out” modes have a very easy

form, then

βR,R
ω,ω′ = (φoutω,R

∗
;φreflω′,R)

∗
, and βR,L

ω,ω′ ≡ (φoutω,R
∗
;φtransω′,L )

∗
. (144)

We start calculatingβR,R
ω,ω′ = 2i

∫
R
duφoutω,R∂uφ

refl
ω′,R, with the result

βR,R
ω,ω′ ∼= 1

2π
√
ωω′

γ

ω′ + iγ

[
1− γ

k

∫ 1

A

dxxiω/k−1/2e−2γ(1−√
x)/k

]

+
γ

2πki
√
ωω′

e−iω′/k
∫ 1

A

dxxiω/k−1/2eiω
′x/k

[
1− 2γ

k

∫ 1−√
x

0

eiω
′(s2+2s

√
x)/ke−2γs/k

]
. (145)

Now assuming once againω ∼ k, provided that1 ≪ ω′

k ≪
γ2

k2 ≪ A−1, equation (145) turns into equation (123).

Consequently, we precisely obtain the same behavior as for aperfect reflecting mirror. However, in the case1 ≪ γ2

k2 ≪
ω′

k ≪ A−1 we observe that

βR,R
ω,ω′ ∼= α

2πki
√
ωω′ e

−iω′/k

(
i
k

ω′

)iω/k+1/2

Γ (1/2 + iω/k) , (146)

and using the identity|Γ (1/2 + iω/k) |2 = π
cosh(πω/k) (see [47]), we conclude that

∣∣∣βR,R
ω,ω′

∣∣∣
2 ∼= 1

2πkω

( γ
ω′

)2 (
e2πω/k + 1

)−1

. (147)

Finally, a simple but rather cumbersome calculation yieldsin the first case

∣∣∣βR,L
ω,ω′

∣∣∣
2 ∼= 0, (148)

and in the second one

∣∣∣βR,L
ω,ω′

∣∣∣
2

∼ 1

ωω′O
[( γ
ω′

)2]
. (149)

Then we can conclude that the number of produced particles inthe modeω is approximately given by [92, 93]

N(ω) ∼=
∫ γ2/k

k

1

2πkω′

(
e2πω/k − 1

)−1

+

∫ ∞

γ2/k

1

2πkω

( γ
ω′

)2 (
e2πω/k + 1

)−1

=
1

πk
ln(γ/k)

(
e2πω/k − 1

)−1

+
1

2πω

(
e2πω/k + 1

)−1 ∼= 1

πk
ln(γ/k)

(
e2πω/k − 1

)−1

, (150)
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because we’re assumigk ∼ ω ≪ γ.
That is, the number density of produced particles in the modeω by a partially transmitting moving mirror is finite when

u0 → ∞, moreover whenω ∼ k ≪ γ the mirror radiates a thermal flux described by Bose-Einstein statistics. However
whenω ∼ k ∼ γ, maybe the contribution of the sector[γ2/k,∞) could be dominant and another kind of statistics
(Fermi-Dirac) would be possible. This is a situation that deserves futher investigation.

III. VACUUM FLUCTUATIONS

The re-normalization of the two point function via adiabatic regularization is given with all the details, and the re-
normalization of the stress tensor is also reviewed.

A. Re-normalized two point function

1. Massless conformally coupled field

We start this lecture studying the simplest case: a masslessconformally coupled scalar field in a Friedman-Robertson-
Walker space-time. We’ll calculate the re-normalized partof the two-point function〈φ2(η, ~x)〉 using the adiabatic regu-
larization method. This is the simplest example, and it helpus to understand all the details of the method.

Consider the quantum scalar field

φ̂(η,x) =

∫

R3

d3k
[
âkφk(η,x) + â†

k
φ∗
k
(η,x)

]
, (151)

then, using the same notation as in first lecture, one hasχk(η) =
e−i|k|η√

2|k|
, and thus, the two-point function is given by

〈φ̂2(η,x)〉 ≡
∫

R3

d3k|φk(η,x)|2 =
1

4π2C(η)

∫ ∞

0

|k|d|k|. (152)

In order to obtain the re-normalized value of the two-point function, we’ll follow Bunch’s method described in [34]:
First, one considers the adiabatic modes obtained in the WKBapproximation,

χadi,k(η) =
1√
2Wk

e−i
∫
Wkdη, (153)

up to order2. To calculate these adiabatic modes one has to use equation (9), then in the conformally coupled caseWk is
given by (see for details [44, 94, 95])

Wk = ωk −
1

4

ω′′
k

ω2
k

+
3

8

(ω′
k
)2

ω3
k

(154)

with ω2
k
= |k|2 + C(η)m2, and a simple calculation yields,

Wk = ωk −
1

8

m2C′′

ω3
k

+
5

32

m4(C′)2

ω5
k

. (155)

Once the adiabatic modes has been calculated, to obtain the re-normalized expression of〈φ2(η,x)〉 one has to subtract
from (152), the adiabatic terms up to order two (only terms that contain, at most, two derivatives of the scalar factor) that
appear in the expression [96, 97]

1

4π2C(η)

∫ ∞

0

|k|2
Wk

d|k|, (156)
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and finally to take the limitm→ 0, that is:

〈φ̂2(η,x)〉ren = lim
m→0

1

4π2C(η)

[∫ ∞

0

(
|k| − |k|

2

ωk

)
d|k| + m2C′′

8

∫ ∞

0

|k|2
ω5
k

d|k| − 5m4(C′)2

32

∫ ∞

0

|k|2
ω7
k

d|k|
]
.(157)

It’s not difficult to show that the final result is

〈φ̂2(η,x)〉ren = − 1

96π2C

[
1

2

(
C′

C

)2

− C′′

C

]
=

1

48π2

a′′

a3
=

1

288π2
R, (158)

which coincides, for the de Sitter phase, with formula (3.19) obtained in [98]. Note also that, in the case of an universe
filled by radiation, and consequentlyR = 0, 〈φ2(η,x)〉ren = 0 in the massless case independently of the coupling
constant value.

2. Massless minimally coupled field

In this Section we consider another simple example, a massless minimally coupled field in the flat chart of the de Sitter
space-time, where the modes can also be calculated exactly,they are

χk(η) = (akψk(η) + bkψ
∗
k
(η)) , (159)

whereψk(η) is given by formula (43) andak andbk are some constants.
In general,〈φ̂2(η,x)〉 = 1

2π2C(η)

∫∞
0
|k|2|χk(η)|2d|k|, has ultra-violet and infra-red divergencies. To avoid these last

ones (see for details [36, 51]), we consider a transition from the radiation dominated phase to the de Sitter one, described
by the following scale factor:

a(η) =

{
2− η/η0 η < η0
η0/η η > η0,

(160)

with η0 = −1/H .
The modesχk for η < η0, are given bye−i|k|η. Note that these modes correspond to the usual choice of the vacuum

state for a massless field in the radiation phase, because in that phase the scalar curvature vanishes, and thenχk satisfy
the equationχ′′

k
+ |k|2χk = 0, and consequently, the vacuum state is obtained in the same way as in the Minkowskian

case, that is, from the modese−i|k|η.
Matching at the pointη = η0 the modes an their derivatives, one obtains

ak = 1+
H

i|k| −
H2

2|k|2 , bk = − H2

2|k|2 e
2i|k|
H = ak +

2i|k|
3H

+O
(
|k|2/H2

)
. (161)

With these coefficients, for small values of|k|, in the de Sitter phase(η > η0), one has

|χk|2 =
1

2|k|

[(
2

3Hη
+ 2 +

H2η2

6

)2

+O
(
|k|2/H2

)
]
, (162)

what shows that there is not infra-red divergencies.
To analyze ultra-violet divergencies we calculate for large |k|

|χk|2 =
1

2|k|

[
1 +

1

|k|2η2 −
H2

|k|2 cos(2|k|(H−1 + η) +O
(
H3/|k|3

)]
, (163)

what shows that the terms that give ultra-violet divergencies in〈φ̂2(η,x)〉 are

η2H2

4π2

∫ ∞
|k|d|k| and

H2

4π2

∫ ∞ 1

|k|d|k|. (164)
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Once we have separated the divergent terms, we calculate, upto order2, the adiabatic terms that forη > η0, are given
by

Wk = ωk −
1

η2ωk

− 1

8

m2C′′

ω3
k

+
5

32

m4(C′)2

ω5
k

. (165)

From that, one sees that the divergent parts of (156) are, in the de Sitter phase, given by

η2H2

4π2

∫ ∞ |k|2
ωk

d|k| and
H2

4π2

∫ ∞ |k|2
ω3
k

d|k|. (166)

Subtracting, for large frequencies, the divergent part of (156) from (164), for example for|k| > |η|−1, one gets

lim
m→0

η2H2

4π2

∫ ∞

|η|−1

(
|k| − |k|

2

ωk

)
d|k| = 0 and lim

m→0

H2

4π2

∫ ∞

|η|−1

(
1

|k| −
|k|2
ω3
k

d|k|
)

= 0, (167)

what shows that the ultra-violet divergencies are canceled.

The problem now is that the subtracted adiabatic termH
2

4π2

∫H

0
|k|2
ω3

k

d|k| contains an infra-red divergency, be-

cause it diverges when the mass approaches to zero. It is important to remark that this term can be written as

− R
8π2

∫H

0

(
ξ − 1

6

) |k|2
ω3

k

d|k|, that is, it does not appear in the conformal coupled case.

The solution of this infra-red divergency emerges from the following observation: The adiabatic approximation is based
on modes of the form (153), and it is clear that this form only has sense if the exact modes, namelyχk, are oscillating,
that is, ifχk satisfy the equation (2), with

Ω2
k(η) > 0. (168)

In our case this conditions means|k| >
√
2|η−1| =

√
2HeHt, and thus, we must only subtract adiabatic modes well

inside in the Hubble horizon at timet. Consequently, no infra-red divergencies appears.
Here an important remark is in order: Our recipe to eliminatethe infra-red divergency does not affect to the conservation

of the renormalized stress tensor which for a FRW metric reduces to(ρC3/2)′ + p(C3/2)′ = 0, whereρ is the energy
density andp is the pressure, because the adiabatic regularization liesin subtracting adiabatic terms up to a given order
and then the conservation equation is safisfied for each order, and more important, this subtraction can be performed mode
by mode [43, 56]. This means that if one denotes byρad(φk) andpad(φk) the adiabatic terms of the energy density and
pressure for the adiabatic mode defined in equation (153), the conservation equation(ρad(φk)C3/2)′+pad(φk)(C3/2)′ =
0 will be satisfied, and since the substraction is performed mode by mode, one can subtracts a given number of modes
mantaining the conservation equation.

Summarizing, the re-normalized quantity is given by

〈φ̂2(η,x)〉ren = lim
m→0

1

2π2C(η)

(∫ ∞

0

|k|2|χk(η)|2d|k| −
1

2

∫ ∞

√
2/|η|

|k|2
Wk

d|k|
)
. (169)

Now since, the ultraviolet divergencies are cancelled, and

lim
m→0

∫ ∞

√
2/|η|

m2|k|2
ω5
k

d|k| = lim
m→0

∫ ∞

√
2/|η|

m4|k|2
ω7
k

d|k| = 0, (170)

using (163) we finally get

〈φ̂2(η,x)〉ren =
η2H2

2π2

∫ √
2/|η|

0

|k|2|χk(η)|2d|k|

+
η2H2

4π2

∫ ∞

√
2/|η|

(
−H

2

|k|2 cos(2|k|(H−1 + η) +O
(
H3/|k|3

))
|k|d|k|. (171)

If we are interested in the late time behavior (|η|H ≪ 1, i.e.,Ht≫ 1), we can make the following approximation

〈φ̂2(η,x)〉ren ∼=
η2H2

2π2

∫ √
2/|η|

0

|k|2|χk(η)|2d|k| ∼=
1

9π2

∫ H

0

|k|d|k|+ H2

4π2

∫ √
2/|η|

H

1

|k|d|k|, (172)
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where, in the first integral we have used the approximation|χk(η)|2 ∼= 2
9η2H2|k| (eq. (162)), and in the second one

|χk(η)|2 ∼= 1
2η2|k|3 (eq. (163)).

Finally, after integration, at late times we get

〈φ̂2(η,x)〉ren ∼=
H2

18π2
+
H2

4π2
(
1

2
ln 2 +Ht) ∼= H3

4π2
t, (173)

that coincides with the early result obtained in [26, 35, 36].
Note also that formula (168) justify the prescription givenin [27, 99], where the authors assumes that only modes

outside to the Hubble horizon at timet contribute to the value of the re-normalized two-point function.
In the opposite case, that is, for a few Hubble times, (for example t = 1/H), it is not difficult to show that
〈φ̂2(η,x)〉ren ∼ O(H2).

Remark III.1. In inflationary cosmology the re-normalization of the two point function is sometimes obtained in a
different way (see for example [101]). The modesχk(η) are given by formula(43), and thus

〈φ̂2(η,x)〉 = 1

4π2C(η)

∫ ∞

0

|k|
(
1 +

1

|k|2η2
)
d|k|.

To avoid the infra-red divergency one assumes that the initial size of the universe is of the orderH−1, then the Fourier
expansion shows the modes has to be wave-length smaller thanthe Hubble horizon, that is, impose the cut-off|k| ≥ H .
And to avoid the ultra-violet divergency one has to subtractadiabatic modes that satisfy equation(168), i.e., adiabatic
modes well inside in the Hubble horizon, and consequently one only has to take into account the modes that leave the
horizon, more precisely modes that satisfyH ≤ |k| ≤

√
2/|η|, then from(167) and(170) one has

〈φ̂2(η,x)〉 = 1

4π2C(η)

∫ √
2/|η|

H

|k|
(
1 +

1

|k|2η2
)
d|k|.

Finally note that the first term is the usual contribution from vacuum fluctuations in Minkowski space and must be
eliminated by re-normalization, which give the following re-normalized two point function

〈φ̂2(η,x)〉ren =
1

4π2C(η)

∫ √
2/|η|

H

1

|k|η2 d|k| =
H2

4π2
(
1

2
ln 2 +Ht) ∼= H3t

4π2
,

whenHt ≥ 1.

3. Massive case

First, we study the minimally coupled case withm ≪ H in the de Sitter phase. (This situation appears when the
inflation fields is in the slow-roll phase, and scalar field fluctuations described by the two-point function are very important
in order to understand the self-reproducing universes in inflationary cosmology (see for example [26, 27])). In last Section,
we have seen that the re-normalized two-point function is given by the formula (169) without the limitm → 0, because

the adiabatic modes that we have to subtract satisfy|k| >
√
2

|η|

√
1− m2

2H2
∼=

√
2

|η| .
The calculation of the two-point in the massive case is more difficult than in the massless one, however, at late times, it

is possible to approximate its behavior very well. To do this, note that the adiabatic regularization method guaranteesthat

1

2π2C(η)

∫ ∞

√
2/|η|
|k|2

(
|χk(η)|2 −

1

2Wk

)
d|k|, (174)

is convergent [43]. To perform this integral one can choose mode solutions that correspond to the Bunch-Davies vacuum

state, i.e.,χk(η) =
√

πη
4 e

−i(πν
2 +π

4 )H
(2)
ν (|k|η) with ν ≡

√
9
4 − m2

H2
∼= 3

2− m2

3H2 . Then, at late times, using the asymptotic
expansion for large arguments of the Hankel functions (formulae 9.2.8-9.2.10 of [47]) one can shows that the divergent
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terms of (174) exactly cancels, and since a easy calculationproves that the convergent ones are of the orderO(m2), one
can disregard its contribution to the two-point function. Thus, at late times, we have

〈φ̂2(η,x)〉ren ∼=
η2H2

2π2

∫ H

0

|k|2|χk(η)|2d|k| +
η2H2

2π2

∫ √
2/|η|

H

|k|2|χk(η)|2d|k|. (175)

In order to avoid infra-red divergency, we can calculate thefirst integral assuming a phase transition to the radiation
dominated universe to a de Sitter phase at timeη0 = −1/H . In fact, we consider the general mode solutions in the de
Sitter phase

χk(η) =
√
π/4η1/2

(
akH

(2)
ν (|k|η) + bkH

(1)
ν (|k|η)

)
, (176)

and match the modes and their temporal derivatives atη0 = −1/H , to obtain

ak =
1

2i

√
π|k|η0

2

((
−i+ H

2|k|

)
H(1)

ν (|k|η0)−H(1)
ν

′
(|k|η0)

)
ei|k|/H

bk = − 1

2i

√
π|k|η0

2

((
−i+ H

2|k|

)
H(2)

ν (|k|η0)−H(2)
ν

′
(|k|η0)

)
ei|k|/H . (177)

Then from the small-argument limit

H(2)
ν (|k|η0) ∼= −H(1)

ν (|k|η0) ∼=
i

π
Γ(ν)

( |k|η0
2

)−ν

, (178)

and using that (see [47])

H(1,2)
ν

′
(z) = H

(1,2)
ν−1 (z)− ν

z
H(1,2)

ν (z), (179)

one arrives at the result|χk(η)|2 ∼= 2
9|k|(H |η|)1−2ν , and finally one obtains

η2H2

2π2

∫ H

0

|k|2|χk(η)|2d|k| ∼=
H2

18π2
e−

2m2t
3H ∼=






H2

18π2 when 1/H ≪ t≪ H/m2

0 when t≫ H/m2.
(180)

with agrees with the first term of the right hand side of (173).
The second one, can be done using the following approximation, valid of |k| > H ,

χk(η) ∼=
√
πη

4
e−i(πν

2 +π
4 )H(2)

ν (|k|η). (181)

Effectively, from (177) one can easily obtains, in the range|k| > H , ak ∼= 1 andbk ∼= 0. Then, since at late time we have

H
(2)
ν (|k|η) ∼= − i

πΓ(ν)
(

|k|η
2

)−ν

, inserting this expression in the second integral of (175),one obtains, for a massive

minimally coupled field withm≪ H ,

η2H2

2π2

∫ √
2/|η|

H

|k|2|χk(η)|2dk ∼=
3H4

8m2π2

[
2

m2

3H2 − (H |η|) 2m2

3H2

]
∼= 3H4

8m2π2

[
1− e− 2m2t

3H

]
, (182)

because we have assumedm≪ H .
Then, since the first integral in the right hand side of (175) is smaller than the second one, depending on the value of

m2t/H one has

〈φ̂2(η,x)〉ren ∼=
3H4

8m2π2

[
1− e− 2m2t

3H

]
∼=





H3

4π2 t when 1/H ≪ t≪ H/m2

3H4

8m2π2 when t≫ H/m2,

(183)

which demonstrates, at late times, the formula(7) of [26].
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Remark III.2. In inflationary cosmology one can choosesχk(η) given in formula (181), then if inflation starts att = 0
and the initial size of the universe is of the order1/H , after subtracting the adiabatic modes well inside in the Hubble
horizon at timet, one only has to take into account the modes that leave the Hubble horizon. Finally one can uses the
small-argument limit (179), which is equivalent to eliminate the Minkowskian vacuum fluctuations, to get

〈φ̂2(η,x)〉ren ∼=
3H4

8m2π2

[
2

m2

3H2 − (H |η|) 2m2

3H2

]
∼= 3H4

8m2π2

[
1− e− 2m2t

3H

]
,

because we are assumingm≪ H .

Finally we calculate the re-normalized two-point function, for a massive conformally coupled field withm≪ H in the
de Sitter phase, given by

〈φ̂2(η,x)〉ren =
η2H2

2π2

(∫ ∞

0

|k|2|χk(η)|2d|k| −
1

2

∫ ∞

0

|k|2
Wk

d|k|
)
, (184)

whereWk is given by formula (155). (Note that, in the conformally coupled case we do not have to disregard any adiabatic
mode.)

At late times, with the same kind of argument used to disregard the terms that appear in equation (174), we can do the
following approximation

〈φ̂2(η,x)〉ren ∼=
η2H2

2π2

(∫ A|η|−1

0

|k|2|χk(η)|2d|k| −
1

2

∫ A|η|−1

0

|k|2
Wk

d|k|
)
, (185)

whereA is some dimensionless constant of order1. Actually, one can choosesA = 1, and the reasoning does not change,
because|η|−1 is large enough at late times.

Since in this case there is not infra-red divergency, we can choose the modes corresponding to the Bunch-Davies
vacuum state, that is,χk(η) =

√
πη
4 e

−i(πν
2 +π

4 )H
(2)
ν (|k|η). Then fork < A/|η|, a good approximation is given by

χk(η) ∼= i√
2|k|

, and since

H2η2

4π2

∫ A|η|−1

0

(
|k| − |k|

2

ωk

)
d|k| ∼ O

(
m2 ln (H/m)

)
, (186)

one can disregard this term (it is small compared with the other ones that are of orderO(H2)) and, at late times, we get
the same result obtained in formula (158) withR = 12H2, that is,

〈φ̂2(η,x)〉ren =
H2

24π2
, (187)

because the leading terms in (185) are the same as in (157).

B. Re-normalized stress-tensor

In this section we review some classic results about the re-normalization of the stress-tensor in FRW cosmologies.
The vacuum energy densityρ is given by

ρ ≡ 〈T̂tt〉 = (4π2C2)−1

∫ ∞

0

d|k||k|2
{
(|χ′

k|2 + ω2
k|χk|2) + 3(ξ − 1/6)

[
D(χkχ

∗′
k + χ∗

kχ
′
k)−

1

2
D2|χk|2

]}
, (188)

whereD = C′/C.
To obtain the re-normalized value, one can uses the adiabatic regularization which consist in subtracting adiabatic

modes up to order four. Following [56] one has to subtract thefollowing divergent terms:

(4π2C2)−1

∫ ∞

0

d|k||k|2ωk,
3(ξ − 1/6)D2

16π2C2

∫ ∞

0

d|k| |k|
2

ωk

− 3(ξ − 1/6)D2m2

16π2C

∫ ∞

0

d|k| |k|
2

ω3
k

(189)
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and

− (ξ − 1/6)2

128π2C2
(72D′′D − 36D′2 − 27D4)

∫ ∞

0

d|k| |k|
2

ω3
k

, (190)

and the finite terms:

m2D2

384π2C
− 1

2880π2C2

(
3

2
D′′D − 3

4
D′2 − 3

8
D4

)

+
(ξ − 1/6)

256π2C2
(8D′′D − 4D′2 − 3D4) +

(ξ − 1/6)2

64π2C2
(18D′D2 + 9D4). (191)

The simplest example is when one considers a massless minimally coupled scalar field, in that case the modes are
χk(η) =

e−i|k|η√
2|k|

then one easily obtains [34, 102, 103]

ρvac ≡ 〈T̂tt〉ren =
1

2880π2C2

(
3

2
D′′D − 3

4
D′2 − 3

8
D4

)
. (192)

In the flat chart of the de-Sitter space-time choosing the modes

χk(η) = C

√
πη

4
H(2)

ν (|k|η), (193)

with ν ≡
√

9
4 − m2

H2 − 12ξ andC ≡ e−i(πν
2 +π

4 ), Bunch and Davies obtained in [104] using point-splitting regularization
(which for scalar massive field is equivalent to adiabatic regularization [56, 105, 106])

ρvac ≡ 〈T̂tt〉ren =
1

64π2

{
m2
[
m2 + (12ξ − 2)H2

] [
ψ

(
3

2
+ ν

)
+ ψ

(
3

2
− ν
)
− ln

(
m2

H2

)]

−m2(12ξ − 2)H2 − 2

3
m2H2 − 1

2
(12ξ − 2)2H4 +

H4

15

}
, (194)

whereψ denotes the digamma function. (In exact agreement with the previous resolt obtained in [107] using Schwinger-
DeWitt regularization procedure [76])

This result holds for all values ofm andξ except in the massless minimally coupled case, because whenm andξ are
close to zero one has [108]

1

64π2
m2
[
m2 + (12ξ − 2)H2

]
ψ

(
3

2
− ν
)
∼= 1

128π2

H2

1 + 12ξH2

m2

, (195)

and thus the limit in (194) gives different answers depending the way thatm andξ approach to the origin. In order to
calculateρvac in the massless minimally coupled case using adiabatic regularization on has to consider theξ = 0, use the
modes given in (43) and finally takem→ 0 [34, 56], gettin

ρvac = −
29H4

960π2
, (196)

which can be also obtained takingξ = 0 in (194) and afterwardsm→ 0.

Remark III.3. It’s well-known that the trace of the stress tensor corresponding to a massless conformally coupled field is
zero, however after regularization its value is not necessarily zero. It was showed in [56] that the trace anomaly provided
by adiabatic regularization, in the massless conformally coupled case is given by

Tvac ≡ 〈Tα
α 〉ren =

1

960π2C2
(D′′′ −D′D2). (197)

Then from the relationTvac = ρvac − 3pvac one gets the value of the vacuum pressurepvac ≡ 〈Txx〉ren. In fact, if one
knows one of these values the others come from the trace anomaly relation Tvac = ρvac − 3pvac and the conservation
equation

(
ρvacC

3/2
)′
+ pvac

(
C3/2

)′
= 0.
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IV. AVOIDANCE OF COSMOLOGICAL SINGULARITIES

The vacuum quantum effects due to a massless conformally couped field are taken into account in order to avoid
classical cosmological singularities.

A. Review of classical and quantum cosmology

Classical cosmology:We will use the following notation:κ2 = 16πG = 16π/m2
p, beingG Newton’s constant,ρ

energy density,p pressure,ω a dimensionless parameter andH = ȧ/a the Hubble parameter, beinga the scale factor and
the dot denotes denotes the derivative with respect to the cosmic timet. Then the Friedmann equation and conservation
equation, for a flat Friedmann-Robertson-Walker cosmology, can be written respectively as:

H2 =
κ2

6
ρ, ρ̇ = −3H(ρ+ p), (198)

and the equation of state for a barotropic perfect fluid, thatwe will consider in the paper, has the formp = ωρ.
With the derivative of the Friedmann equation, and the othertwo equation one easily obtains the “acceleration” equation

Ḣ = −κ
2

4
(1 + ω)ρ. (199)

Combining (198) and (199), one can deletesρ, and obtains the equatioṅH = − 3
2 (1 + ω)H2, then integrating one gets

H(t) =
2

3(1 + ω)

1

t− ts
, (200)

wherets ≡ t0 − 2
3H0(1+ω) , beingH0 = H(t0) the initial condition.

From the definition of the Hubble parameter, the following behavior for the scale factor is obtained

a(t) = a0

(
t− ts
t0 − ts

) 2
3(1+ω)

, (201)

and from the Friedmann equation, one has

ρ(t) =
8

3κ2(1 + ω)2
1

(t− ts)2
. (202)

The following remark is in order: if one assumesH0 > 0, then forω > −1 one hasts < t0, that is, the singularity is at
early times (Big Bang singularity), on the other hands, forω < −1 one hasts > t0, that is, the singularity is at late times
(Big Rip singularity) [110].

Quantum Effects: Using the same notation as [39], for a massless field conformally coupled with gravity, one has the
following expression for the trace anomaly

Tvac = 6α(
...
H + 12H2Ḣ + 7HḦ + 4Ḣ2)− 12β(H4 +H2Ḣ) (203)

with (see for example [109])

α =
1

2880π2
(N0 + 6N1/2 + 12N1), β =

−1
2880π2

(N0 + 11N1/2 + 62N1) (204)

whereN0 is the number of scalar fields,N1/2 is the number of four components neutrinos andN1 is the number of
electromagnetic fields.

Remark IV.1. The constantsα andβ come from the regularization process. For example dimensional regularization gives
formula (204), and point-splitting gives (see [39])α = 1

2880π2 (N0+3N1/2−18N1), β = −1
2880π2 (N0+11/2N1/2+62N1).

Then, since the method of regularization influences these values, and it is uncertain what fields are present in our universe,
one can considers all values of both parameters.
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Remark IV.2. The relation between the notation of this section and the oneof [21] that we used in section (II.A.3) is

M2 = − 2

κ2α
, H2

0 = − 2

κ2β
.

As explained in Remark III.1, to obtain the vacuum energy density one can uses the trace anomalyTvac = ρvac−3pvac,
and the conservation equation. The result is

ρvac = 6α(3H2Ḣ +HḦ − 1

2
Ḣ2)− 3βH4, (205)

which coincides with eq. (192) if one only considers scalar fields. Then taking into account this vacuum energy density,
the modified Friedmann equation behaves

H2 =
κ2

6
(ρ+ ρvac). (206)

With the derivative of this last equation, the conservationequation and the trace anomaly, one obtains the modified
acceleration equation

Ḣ = −κ
2

4

(
(1 + ω)ρ+ ρvac +

1

3
(ρvac − Tvac)

)
. (207)

From both equations, one can deletesρ, and one obtains the following third order differential equation

− 4

κ2
Ḣ − ρvac −

1

3
(ρvac − Tvac) = (1 + ω)

6

κ2
H2 − (1 + ω)ρvac, (208)

that in terms of the Hubble parameter is given by

− 4

κ2
Ḣ − (1 + ω)

6

κ2
H2 − 3β(ω + 1)H4 + (18α(ω + 1)− 4β)H2Ḣ

+6α(ω + 2)HḦ + 3α(ω + 3)Ḣ2 + 2α
...
H = 0. (209)

B. α = 0

In this section we consider the simplest case (α = 0), and we will see that, quantum effects don’t avoid the singularities.
Equation (12) reduces to the following first order differential equation

Ḣ = −1 + ω

4

( 6
κ2H

2 + 3βH4

1
κ2 + βH2

)
. (210)

1. First, we consider the caseα = 0 andβ > 0. Integrating equation (13) one obtains

− 1/H(t) +

√
βκ2

2
arctan

(√
βκ2

2
H(t)

)
= −3

2
(1 + ω)(t− ts) +

√
βκ2

2
arctan

(√
βκ2

2
H0

)
(211)

• Forω < −1, whent → −∞ one hasH → 0 (that is quantum effects are small at early times), on the other

hands, whent→ t̄s ≡ ts− 2
3(1+ω)

√
βκ2

2

(
π − arctan

(√
βκ2

2 H0

))
one hasH →∞, that is, the quantum

effects don’t avoid the Big Rip singularity that appears att̄s.

• For ω > −1, whent → ∞ one hasH → 0 (that is quantum effects are small at late times), on the other

hands, whent→ t̄s ≡ ts− 2
3(1+ω)

√
βκ2

2

(
π − arctan

(√
βκ2

2 H0

))
one hasH →∞, that is, the quantum

effects don’t avoid the Big Bang singularity that appears att̄s.
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2. Now we consider the caseα = 0 andβ < 0. The solution of equation (13) is given by

− 1/H(t) +
1

2H+
ln

∣∣∣∣
H(t)−H+

H0 −H+

H0 +H+

H(t) +H+

∣∣∣∣ = −
3

2
(1 + ω)(t− ts), (212)

with H+ ≡
√

−2
βκ2 .

• In the caseω < −1, for H0 ∈ (0, H+/
√
2) when t → −∞ on hasH → 0, and whenH → H+/

√
2

at t̄s ≡ ts + 2
3(1+ω)

(√
2/H+ − 1

2H+
ln
∣∣∣H+/

√
2−H+

H0−H+

H0+H+

H+/
√
2+H+

∣∣∣
)

one hasḢ(t̄s) = +∞, that is, these

solutions are singular (the scalar curvature,R ≡ 6(2H2 + Ḣ), diverges). ForH0 ∈ (H+/
√
2, H+) when

t→ −∞ on hasH → H+, however at̄ts Ḣ diverges. And finally forH0 ∈ (H+,∞) there is a singularity at
finite time. Effectively , whent→ −∞ on hasH → H+, and whent→ ts on hasH →∞.

• In the opposite caseω > −1, for H0 ∈ (0, H+/
√
2) whent → ∞ on hasH → 0, and whenH → H+/

√
2

at t̄s ≡ ts + 2
3(1+ω)

(√
2/H+ − 1

2H+
ln
∣∣∣H+/

√
2−H+

H0−H+

H0+H+

H+/
√
2+H+

∣∣∣
)

one hasḢ(t̄s) = +∞, that is, these

solutions are singular. ForH0 ∈ (H+/
√
2, H+) whent → ∞ on hasH → H+, however at̄ts Ḣ diverges.

And finally forH0 ∈ (H+,∞) there is a singularity at finite time. Effectively, whent→∞ on hasH → H+,
and whent→ ts on hasH →∞.

C. Empty universe

Another simple case is the restriction to the invariant manifold ρ(t) ≡ 0. In that case, one only needs the modified
Friedmann equation, that is, the following second order differential equation

H2 = κ2α(3H2Ḣ +HḦ − 1

2
Ḣ2)− κ2β

2
H4 (213)

Remark IV.3. The solutions withH > 0 and those withH < 0 decouple. To see this, we perform the change of variable
Z ≡ Ḣ/H to make the system no-singular atH = 0, then atH = 0 the system behaveṡZ = Z2/2, this means that the
solutions can’t cross the axisH = 0.

Equation (213) is an autonomous second order differential equation, then since solutions are invariant under time
translations, the general solution is a one-parameter family of solutions. Taking this into account, we will prove that
there is a one-parameter family of singular solutions. First we look for a particular singular solution, with the following
behaviorH(t) = C

t−ts
near the singularity. Inserting this expression in (213), and retaining only the leading singular

terms one obtainsC± = 3α
β

(
−1±

√
1 + β

3α

)
. Here it is clear that we have to impose the conditionβ

3α ≥ −1. In terms

of the scale factor one hasa(t) = a0

(
t−ts
t0−ts

)C±
. Then, for β

3α > 0, the solution withC+ has a singularity of the type

a(ts) = 0, and the other one of the typea(ts) = ∞. However, when−1 ≤ β
3α < 0, for both values ofC, the solution

satisfya(ts) = 0.
Now we can prove that there is a one-parameter family of singular solutions whose leading term isH(t) = C±

t−ts
. To

do this, we first transform the differential equation (213) in a first order one performing the changeu(H) = Ḣ(t), then
the equation becomes

H2 = κ2α(3H2u+Huu′ − 1

2
Ḣ2)− κ2β

2
H4, (214)

whereu′(H) ≡ du/dH . Using the new variablesH(t) = C±
t−ts

has the formu = − 1
C±
H2, then if the equation is

linearized about this point one obtains, forH → ±∞, the following general solution

ulinearized = − 1

C±
H2 +K|H |1−3C± − C±

κ2α(3C± − 1)
, when C± 6= 1/3 (215)
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and

ulinearized = − 1

C±
H2 +K − 1

3κ2
ln |H |, when C± = 1/3, (216)

whereK is an arbitrary constant.
It’s clear that we have to imposeC± > −1/3. Then when−1 < β

3α < 0 or β
3α > 15, one hasC± > −1/3, and then

for both values one has a one-parameter family of solutions.When0 < β
3α < 15, forC+, one has a one-parameter family,

however forC− one has to chooseK = 0, that is, one only has a particular solution.

Now we can perform the qualitative analysis. Firstly, note that whenβ < 0 there exist two de Sitter solutionsH± =

±
√
− 2

κ2β . Making the change of variablep ≡
√
|H | (see [41, 42]), one obtains

d

dt

(
ṗ2/2 + V (p)

)
= −3ǫp2ṗ2 (217)

whereǫ = sing(H) andV (p) = − p2

4κ2α

(
1 + κ2β

6 p4
)

. In in the phase-space one has

{
ṗ = y
ẏ = −3ǫp2y − V ′(p).

(218)

We only consider the domainH > 0, because solutions withH > 0 andH < 0 decouple. The pointp+ ≡
√
H+ is

an extremum of the potentialV , then, linearizing the system (21), one obtains that forα < 0 the critical point(p+, 0) is
a saddle point, and forα > 0 is a node stable. From the form of the potential, and taking into account that the system is
dissipative inH > 0, the following results in the phase-space(p, y), withH > 0, are obtained:

1. Caseα > 0, β > 0

We haveV < 0 in (0,∞) andV (0) = 0. The(0, 0) is an unstable critical point. The solutions are singular atearly
and late times (p → ∞). Only a solution is not singular at late times, it is the trajectory that arrives atp = 0 with
zero energy (it arrives at the point(0, 0)), and only one if not singular at early times, it starts fromp = 0 with zero
energy (it starts at(0, 0)).

2. Caseα < 0, β > 0

Now,V > 0 in (0,∞) andV (0) = 0. The(0, 0) is an stable critical point, and solutions are only singularat early
times. At late times they approach to the stable critical point.

3. Caseα > 0, β < 0

In this case, the system has two critical points.(0, 0) is an unstable critical point, and(p+, 0) is stable. Solutions
are only singular at early times. At late times they oscillate and shrink around to the stable point, that is,(p+, 0) is a
global attractor. Moreover, there is a solution that ends at(0, 0), and only a no singular solution that starts at(0, 0)
(starts with zero energy) and ends at(p+, 0).

4. Caseα < 0, β < 0

This is the Starobinski model [20]. The system has two critical points.(0, 0) is an stable critical point, and(p+, 0)
is a saddle point. There are solutions that don’t cross the axep = p+, these solutions are singular at early and late
times, they correspond to the trajectories that can’t pass the top of the potential. There are other solutions that cross
twice the axep = p+, they are also singular at early and late times, these trajectories pass the top of the potential
bounce atp = 0 and pass once again the top of the potential. There are solutions that cross once the axep = p+,
these solutions are singular at early times, however at latetimes the solutions spiral and shrink to the origin, these
solutions pass the top of the potential once and then bounce some times inp = 0, shrinking top = 0. These last
solutions has the asymptotic behavior described in the beginning of section 2.1.3. Finally, there is only two unstable
no-singular solution, one goes from(p+, 0) to (0, 0), and the other one is the de Sitter solution(p+, 0).

Remark IV.4. Note that equation(16) remains the same with the changeH(t) → −H(−t), this means that solutions
withH < 0 are the time reversal of the studied above.
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Remark IV.5. For β
3α < −1 the values ofC± are complexes, this is due to the fact that the system cannot go to (or come

from)p→∞ monotonically, because the dissipation effect is not largeenough compared with the potential force [41].

Remark IV.6. The caseω = −1 (ρ = constant are invariant manifolds), is equivalent to the case of an empty universe
with a cosmological constant. This case was studied with great detail in [41].

D. The general case

The best way to study the general case is to consider the system




Ḣ = Y

Ẏ = 1
2αH

(
2H2/κ2 − ρ/3− 6αH2Y + αY 2 + βH4

)

ρ̇ = −3Hρ(1 + ω).

(219)

Whenβ < 0, the system has two critical points(H±, 0, 0) whitH± = ±
√
− 2

βκ2 . The semi-planeρ = 0, H > 0 (resp.

ρ = 0, H < 0) is an attractor (resp. a ”repeller”) whenω > −1, and the roles are interchanged whenω < −1.
What is important is to stress that in the caseα < 0 there isn’t bouncing solutions, because at bouncing time, namely

tb, one has−ρ(tb)/3 + αY 2(tb) = 0, what meansρ(tb) = 0, but as we have seen in last section,ρ = 0 is an invariant
manifold where trajectories withH > 0 and those withH < 0 decouple. For this reason in the caseα < 0 there isn’t
stable no-singular trajectories, the only unstable no-singular solutions are the ones that appear in the Starobinski model.

From this last paragraph one can concludes that, to obtain no-singular solutions, the interesting case isα > 0. In fact,
the interesting one isα > 0 andβ < 0.

In that case we can use the dimensionless variablest̄ = H+t, H̄ = H/H+ Ȳ = Y/H2
+ andρ̄ = κ2ρ

6H2
+

, then the system

becomes




H̄ ′ = Ȳ
Ȳ ′ = 1

2αH̄

(
−βH̄2βρ̄− 6αH̄2Ȳ + αȲ 2 + βH̄4

)

ρ̄′ = −3H̄ρ̄(1 + ω),
(220)

where′ denotes the derivative with respect the timet̄.
In these variables the critical points are(±1, 0, 0). The linearized system at(1, 0, 0) has eigenvaluesλ± =

−3/2
(
1±

√
1 + 4β

3α

)
andλ3 = −3(1 + ω). Since Reλ± < 0 and ρ̄ ≡ 0 is an invariant manifold, all solutions in

that semi-plane with̄H > 0 go asymptotically towards this critical point. The eigenvector~v3 = (1,−3(1 + ω), 18ω(1 +
ω)α/β − 2) corresponds to the eigenvalueλ3, then forω < −1, there is a solution that escapes to the de Sitter expanding
phase following the direction of the vector~v3. On the other hands, whenω > −1 the critical point is an attractor. At the

other critical point the eigenvalues areλ± = −3/2
(
1±

√
−1 + 4β

3α

)
andλ3 = 3(1 + ω). Since Reλ± > 0 andρ̄ ≡ 0

is an invariant manifold, all solutions in that semi-plane with H̄ < 0 escape from this critical point. The eigenvector
~v3 = (1, 3(1+ω),−18ω(1+ω)α/β+2) corresponds to the eigenvalueλ3, then forω < −1, there is a particular solution
that goes asymptotically towards the de Sitter contractingphase following the direction of the vector~v3. On the other
hands, whenω > −1 the critical point is a repeller.

Now we look for singular solutions of the form̄H = C/(t̄− t̄s), t̄→ t̄±s . Inserting this value of the Hubble parameter
in the conservation equation one obtainsρ̄(t) = ρ̄0|t̄− t̄s|−3C(1+ω), whereρ̄0 has to be a positive parameter. Now , when
ω < −1, inserting the Hubble parameter and the energy density in the modified Friedmann equation one gets, once again,

the values ofC obtained in section 4.3, that is,C± = 3α
β

(
−1±

√
1 + β

3α

)
, because in that case the energy goes to zero

when t̄ → t̄±s , and then, one obtains the same kind of result that in the caseρ̄ ≡ 0, the only difference is that now one
has a two-parameter family of singular solutions (ρ̄0 is a free parameter, and the general solution of the system (23) is a
two-parameter family due to the time invariance under translations).

The caseω > −1 is more involved. We summarize the results:

1. When−1 < β
3α < 0
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• If C− < 4
3(1+ω) , there are two two-parameter families with̄H = C±/(t̄− t̄s) andρ̄0 free parameter.

• If C− = 4
3(1+ω) , there is a two-parameter family with̄H = C+/(t̄ − t̄s) and ρ̄0 free parameter, and a

one-parameter family with̄H = C−/(t̄− t̄s) andρ̄0 ≡ 0.

• If C+ < 4
3(1+ω) < C−, there is a two-parameter family with̄H = C+/(t̄ − t̄s) and ρ̄0 free parameter, a

one-parameter family with̄H = C−/(t̄− t̄s) andρ̄0 ≡ 0, and a one-parameter family with̄H = 4
3(1+ω)(t̄−t̄s)

andρ̄0 = − 16
9(1+ω)2

(
16

9(1+ω)2 + 6α
β

4
3(1+ω) − 3α

β

)
.

• If 4
3(1+ω) ≤ C+, there are two one-parameter families withH̄ = C±/(t̄− t̄s) andρ̄0 = 0.

2. When−1 = β
3α

• If 1 < 4
3(1+ω) , there is a two-parameter family with̄H = 1/(t̄− t̄s) andρ̄0 free parameter.

• If 1 ≥ 4
3(1+ω) , there is a one-parameter family with̄H = 1/(t̄− t̄s) andρ̄0 = 0.

3. When−1 > β
3α , there aren’t singular solutions of the form̄H = C/(t̄− t̄s).

Remark IV.7. This result can be obtained in an equivalent way inserting inequation (209) the functionH = C/(t− ts).
Then, retaining the leading singular term, one obtains the valuesC± and 4

3(1+ω) . Finally, transforming the differential
equation in a second order one in the same way as we have done inSection IV, and linearizing around the singular
behaviors obtained above, one can see the form and the numberof parameters that depend the different families of
singular solutions.

To understand this summary we perform the change of variablep ≡
√
|H |. Then the modified Friedmann equation

becomes [42]

d

dt

(
ṗ2/2 + Ṽ (p)

)
= −3ǫp2ṗ2 + 3ǫ

24α
(1 + ω)ρ, (221)

whereṼ (p) = − p2

4κ2α

(
1 + κ2β

6 p4
)
− ρ

24αp2 , andǫ ≡ sgn(H).

The caseω < −1 is clear. Sincēρ → 0 at t̄ = t̄s, one essentially obtains the same results as Section IV. However, for
ω > −1, on the right hand side of equation (221) one term is dissipative and the other one is anti-dissipative, moreover,
in this case both terms diverge att̄ = t̄s. Then if one looks for singular solutions of the form̄H = C/(t̄ − t̄s), the first
term in the right hand side of (24) has to be dominant. And since this term is of the order1/(t̄− t̄s)4, and the other one
is of the order1/|t̄− t̄s|3C(1+ω), they will appear all the situations described above.

It is also interesting to understand the form of the potential Ṽ (its picture appears in figure 3 of ref. [42]). It only has

a zero at the pointp0 = (3/2)1/4
(
1 +

√
1 + 4

3 ρ̄
)1/4

, and two critical points atp± =
(

1±√
1−4ρ̄
2

)1/4
(p− < p+). Then

for ρ̄ > 1/4 there aren’t critical points, and the potential is strictlyincreasing from−∞ to∞. For ρ̄ < 1/4, the potential
satisfyṼ (0) = −∞ , Ṽ (∞) =∞ and has a relative maximum atp− and a relative minimum atp+ (a hollow). For very
small values of̄ρ atp− one hasH̄2 ∼= ρ̄, that is, the system is nearly to the Friedmann phase, and atp+ one has|H̄ | ∼= 1,
that is, the system is near to the de Sitter phase.

Next step is to find solutions that approximate to the Friedmann one when|t| → ∞ (see [54] for the radiation case,
i.e.,ω = 1/3). To do that, we consider equation (209) in the dimensionless variables introduced above, and we reduce the
order performing the change of variableu(y) = H̄(t̄) wherey = H̄. The obtained equation is:

2βu+ 3(1 + ω)β(y2 − y4) + (18α(1 + ω)− 4β)y2u+ 6α(2 + ω)yu̇u+ 3α(3 + ω)u2 + 2α(üu2 + u̇2u) = 0,(222)

where nowu̇ ≡ du/dy. Since the Friedmann solution in these variables isuF = − 3
2 (1 + ω)y2, the linearized equation

about this point (ulinearized = uF + h) is

ḧ+ 2y−1 ω

1 + ω
ḣ+

(
4β

9α(1 + ω)2
y−4 +Ay−2

)
h+ B = 0, (223)

whereA andB are some constants depending on the parametersα, β andω.
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The idea to solve this equation is to take into account that for large values of|t| (small values ofy), one can disregard
the termAy−2. The homogeneous equation is solved performing the changeh = |y|− ω

1+ω z, then one obtains:

z̈ +
4β

9α(1 + ω)2
y−4z = 0, (224)

that we solve using the WKB approximation (see [55] page276). Consequently the homogeneous equation has the two
independent solutions

hhomogeneous,±(y) = y1/(1+ω)exp

(
± 2

3(1 + ω)

√
−β/α1

y

)
. (225)

A particular solution is obtained using power series. It leading term is

hparticular(y) =
9α(1 + ω)2

4β
By4. (226)

Then the general solution of the linearized equation is approximately

ulinearized = uF +Khhomogeneous,±(y) + hparticular(y) for ∓ y > 0, (227)

whereK is an arbitrary parameter, that is, we have proved that thereis a one-parameter family of solutions that approx-
imate to the Friedmann one for large values of|t|.

Once we have seen these preliminary results, we can describequalitatively the behavior of the no-singular solutions.
We start with the casew < −1. We have seen that there is a one-parameter family of solutions that at early times are in the
expanding Friedmann phase, and we have to look for no-singular solutions that match, at late time, with that family. The
only no-singular solutions at early times are: a one-parameter family that approaches asymptotically to the contracting
Friedmann phase, and a particular solution that goes asymptotically towards the contracting de Sitter phase, following
the direction(1, 3(1 + ω),−18ω(1 + ω)α/β + 2). From the system (24) it is easier to understand the dynamics. First,
at early times the system is at the pointp− with H̄ > 0. Then it leaves this expanding Friedmann state and rolls down
either to the right or to the left. In the former case, the universe approaches to an expanding de Sitter phase (the relative
minimump+). However sincēρ is an increasing function with time, the critical points will disappear and the potential
will be an increasing function withp, this means that the universe rolls down top = 0, that is, it bounces and enters in a
decreasing phasēH < 0. Then it can arrive asymptotically at the pointsp− or p+, (the no-singular solutions at late time),
or it bounces many times in order to have enough energy inH̄ < 0, to arrive atp = ∞ (singular solution). This last
behavior can be easily understood, if one takes first into account that forH̄ > 0 (resp.H̄ < 0) the system is dissipative
(resp. anti-dissipative), and second that the energy of thesystem changes its sing when it bounces (see equation(12) of
[41]).

Finally, from the behavior of the no-singular solutions at late time, one can deduce that one has to very fine tune the
initial conditions and the parametersα andβ in order to obtain no-singular solutions that match these late time no-singular
behaviors with the expanding Friedmann stage at early times, because these families of solutions aren’t general solutions
(a two-parameter family).

On the other hand whenω > −1, we also have a one-parameter family of solutions that at late times are in the
expanding Friedmann phase (in terms of the variablep this corresponds to the pointp− andH > 0), and we have to
look for no-singular solutions that match, at early time, with that family. The only no-singular solutions at early times
are: a one-parameter family that leaves the contracting Friedmann phase, in terms of the variablep, this means, that the
system leave the relative maximump− with H̄ < 0, and rolls down to the right or to the left, but in all cases, since the
energy density is an increasing function of time in this region, the system goes top = 0, i.e., it bounce and starts an
expanding phase. The other no-singular solution at early times is a two-parameter solution (a general solution) that leaves
the contracting de Sitter phase, in terms of the variablep, this means, that the system stars atp+ with H̄ < 0, and then
due to the anti-dissipation (at early times in̄H < 0 the energy density is very small and the dominant term is the first one
on the right hand side of equation (221)) the system is released from the hollow and rolls down towards the regionH̄ > 0.

From these no-singular early time behavior one can concludethat, in order to match these early time no-singular
solutions with the expanding Friedmann phase at late time, one has to fine tune the initial condition. And depending
on the values of the parametersα andβ we will obtain different kinds of connections. For example,in [55], different
numerical calculations have been done in the radiation case, and they show the different connections in terms of both
parameters.
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