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Abstract. The lambda point in liquid He4 is a well established phenomenon acknowledged as an example of Bose-Einstein condensation. This is generally accepted, but there are serious discrepancies between the theory and experimental results, namely the lower value of the transition temperature \( T_\lambda \) and the negative value of \( dT_\lambda /dP \). These discrepancies can be explained in term of the quantum stochastic hydrodynamic analogy (QSHA). The QSHA shows that at the He4 \( \rightarrow \) He4II superfluid transition the quantum coherence length \( \lambda_c \) becomes of order of the distance up to which the wave function of a couple of He4 atoms extends itself. In this case, the He42 state is quantum and the quantum pseudo-potential brings a repulsive interaction that leads to the negative \( dT_\lambda /dP \) behavior. This fact overcomes the difficulty to explain the phenomenon by introducing a Hamiltonian inter-atomic repulsive potential that would obstacle the gas-liquid transition.
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1. Introduction

To explain the He4 \( \rightarrow \) He4II superfluid transition London [1] in 1938 made the hypothesis that He4 lambda point might be an example of Bose-Einstein condensation (BEC). This hypothesis was based upon the similarity between the shape of the heat capacity of an ideal boson gas at the BEC transition and the data for the He4 \( \rightarrow \) He4II transition. This convincement was reinforced by the observation that there is no similar phase transition in the Fermi liquid He3. However, even if the basic BEC hypothesis is acknowledged, looking in details some discrepancies exist [2]. Among those, two are the majors: (1) the calculated BE transition temperature \( T_B \) for an ideal gas is 3.14 K while the measured one for the He4 is of 2.17K. (2) The variation of the transition temperature \( T_\lambda \) with pressure is negative and is opposite in sign to that expected from the BEC. The standard way out is to address the differences to the fact that the BEC theory is applied to an ideal gas while the He4 is clearly not, since it shows a van der waals-like liquid gas phase transition. Therefore, the intermolecular potential must be taken into account when we calculate the transition temperature \( T_B \) and its variation with temperature.

The BEC theory [3] affirms that below the BE temperature \( T_B \) the number of particles \( N_e \) in the excited state reads

\[
N_e = \frac{1}{\exp[\varepsilon/kT] - 1} d^3q d^3p
\]

and hence
\[ N_e(T) = 2,612 \sqrt[3]{\frac{2\pi (2m)^{3/2}}{h^3}} T^{3/2}. \]  

(2)

At the BE temperature \( T_B \), it is assumed that all the particles go in the excited state so that

\[ T_B = \frac{\hbar^2}{2\pi nk} \left( \frac{N}{2,612r^2} \right)^{3/2}. \]  

(3)

As equation (3) shows, the increase of pressure, leading to the volume \( V \) decrease, will bring to the increase of \( T_B \). This contradicts what is experimentally observed at lambda point where \( dT_\lambda/dP \) is negative.

By considering the van der Waals state equation

\[ P = \left\{ \frac{n k T}{(V - n b)} \right\} - a n^2 / V^2, \]  

(5)

we can see that the pressure decrease – a \( n^2 / V^2 \) is a consequence of the attractive intermolecular potential. This is equivalent to a compression of the ideal gas and, since the integration in (1) is carried out on the system volume, we can say that a cohesive intermolecular potential reduces the system volume and by (3) that \( T_B \) increases.

Therefore, given the ideal gas pressure \( P_{IG} \equiv n k T / V \), the variation of BEC temperature \( \Delta T_B \) has the same sign of the pressure variation \( \Delta P \) (with respect to the real gas) according to the expression

\[ \Delta T_B \propto \Delta P = P_{IG} - P \equiv a n^2 / V^2 > 0 \]  

(7)

Moreover, given \( dT_B/dP \sim d\Delta T_B/dP \) it follows that

\[ dT_B/dP \propto a n^2 d(V^{-2})/dP > 0 \]  

(8)

since \( V \) decreases with the pressure.

Feyman [4] in 1953 and later Butler and Friedman [5,6] calculated in detail the contribution of the intermolecular potential for a bosonic system showing that it would need a repulsive potential, causing an expansion of the gas, in order to lower \( T_B \) as one might expect from (7).

Shortly afterwards, ter Haar [7], pointed out that the repulsive potential was unphysical and would hinder the gas-liquid transition from taking place.

Recently, Deeney et al. [8] showed that a quantum source of energy leading to the expansion of the condensate may explain the negative \( dT_\lambda/dP \) behavior. The QSHA model supports this hypothesis showing that the quantum pseudo potential (QPP) (that acts only in the quantum condensed state) generate a repulsive force leading to the anomalous behavior at lambda point.

The QPP is a well-defined potential energy in the Madelung’s quantum hydrodynamic analogy (QHA). It is responsible for the realization of the eigenstates and the consequent quantum dynamics. As shown by Weiner [9], this energy is a real energy of the system and consists in the difference between the quantum energy and the classical one.

If fluctuations are present, the stochastic quantum hydrodynamic analogy (QSHA) shows that the quantum potential may have a finite range of interaction [10] so that dynamics owing a larger scale acquire the classical behavior. On the contrary on a scale shorter than the quantum coherence length \( \lambda_c \), the quantum behavior is restored [10].

Following this approach, when the couples of He4 molecules lie at a distance smaller or equal to the quantum coherence length \( \lambda_c \), the atomic dynamics becomes quantum (the related quantum pseudo potential interaction appears) and the systems makes the He4I→He4II transition (see section A.3. in appendix [A]).
In the following the effects of the quantum pseudo potential energy onto the BEC temperature as well as on the sign of $dT/\lambda$ are derived.

2. The QSHA equation of motion

The QHA-equations are based on the fact that the Schrödinger equation, applied to a wave function $\psi(q,t) = A(q,t) \exp[i S(q,t)/\hbar]$, is equivalent to the motion of a fluid with particle density $n(q,t) = A^2(q,t)$ and a velocity $\dot{q} = m^{-1} \partial S(q,t)/\partial q$, governed by the equations [11]

$$
\begin{align*}
\partial_t n(q,t) + \nabla_q \cdot (n(q,t) \nabla_q q) &= 0, \\
q &= \nabla_p H, \\
p &= -\nabla_q (H + V_{qu}), \\
H &= \frac{p \cdot p}{2m} + V(q).
\end{align*}
$$

(9.a) (9.b) (9.c) (9.d)

By defining $\nu^H_j = (\partial H/\partial p \alpha, -\partial H/\partial q \beta)$, $\nu^{qu}_j = (0, -\partial V^{qu}/\partial q \beta)$ we can ideally subdivide the phase-space velocity into the Hamiltonian and quantum part to read $\nu^Q_j = \nu^H_j + \nu^{qu}_j$. Moreover, $n$ is the number of structureless particles of the system whose mass is $m$ and $V^{qu}$ is the quantum pseudo-potential that originates the quantum non-local dynamics and reads

$$
V_{qu} = -\left(\frac{\hbar^2}{2m}\right)n^{-1/2} \nabla_q \cdot \nabla_q n^{1/2}.
$$

(10)

When fluctuations are considered into the hydrodynamic quantum equation of motion, the resulting stochastic QHA dynamics preserve the quantum behavior on a scale shorter than the theory defined quantum coherence length $\lambda_c$ [10]. Moreover, in the case of non-linear systems, on very large scale the local classical behavior can be achieved when the quantum pseudo potential has a finite range of interaction given by the non-locality length $\lambda_L$ [10] (with $\lambda_L > \lambda_c$).

Following the procedure given in reference [10], with $n(q,t) = \int_{-\infty}^{+\infty} \rho(q,p,t) \, dp_1 ... dp_{3N}$, where $\rho(q,p,t)$ is the probability density function (PDF) of the system (whose spatial density $n(q,t)$ represents the squared wave function modulus), the QSHA equation of motion can be established to read

$$
\begin{align*}
\partial_t n(q,t) &= -\nabla_q \cdot (n(q,t) \nabla_q q) + \eta(q_{\alpha},t,\Theta), \\
\langle \eta(q_{\alpha},t), \eta(q_{\beta}+\lambda,t+\tau) \rangle &= \frac{\mu}{\pi^3 \hbar^2} \exp\left[-\left(\frac{\lambda}{\lambda_c}\right)^2\right] \delta(\tau) \delta_{\alpha\beta}
\end{align*}
$$

(11) (12)

$$
\lambda_c = \left(\frac{\pi}{2}\right)^{3/2} \frac{\hbar}{(2mk\Theta)^{1/2}}
$$

(13)

where $\Theta$ is a measure of the noise amplitude.
Moreover, given that (for the mono-dimensional case) the quantum potential range of interaction \( \lambda_L \) (for \( \lambda_c > \lambda_c \)) reads [10]

\[
\lambda_L = 2\lambda_c \frac{\int_0^\infty |q^{-1} \frac{dV_{qu}}{dq}| dq}{| \frac{dV_{qu}}{dq} | (q=\lambda_c)}.
\]

(14)

Where the origin (0,0) is the point of minimum Hamiltonian potential energy that is the rest mean position of the particle, for \( \lambda_c \cup \lambda_L < \Delta \Omega \) equations (11-13) acquire the classical stochastic form

\[
\partial_t n_{(q,t)} = -\nabla q \cdot (n_{(q,t)} \nabla q) + \eta_{(q_{a,t}, \Theta)}
\]

(15)

\[
< \eta_{(q_{a,t})}, \eta_{(q_{a+\lambda_c+t+\tau})} > = \mu \delta q \beta \frac{k\Theta}{\lambda_c} \delta(\lambda) \delta(\tau)
\]

(16)

\[
q = \frac{p}{m} = \nabla q \lim_{\Delta \Omega / \lambda_L \to \infty} \frac{S}{m} = -\nabla q \lim_{\Delta \Omega / \lambda_L \to \infty} \frac{1}{m} \int_0^t dt(V_q) + V_{qu(n_0)} + I^* \}
\]

(17)

The reader who is interested in more detail about the QSHA picture of a gas phase can refer to the Appendix A.

3. Determination of the quantum potential at the He\(^4\)\(_I\)→He\(^4\)\(_II\) transition

In order to calculate the experimental outputs of the He\(^4\)\(_I\)→He\(^4\)\(_II\) superfluid transition we make use of the well-established statistical method of the Virial expansion that fits very fine for van der Waals fluids. This is possible in the stochastic hydrodynamic analogy since the presence of the quantum pseudo potential brings in the Virial expansion the quantum contribution to the system energy. A central point to derive the thermodynamic quantity by means of the Virial approach is the knowledge of the interaction in the pair of molecules (quantum potential included). Therefore, we firstly calculate the features of the He\(^4\) - He\(^4\) couple interaction.

As shown in ref. [19], the He\(^4\) - He\(^4\) interaction can be satisfying approximated by means of a square well potential of depth \( U^* \) and width \( 2\Delta \) such as

\[
V_{LJ}(q) = \begin{cases} 
\infty & x < \sigma \\
-U^* & \sigma < x < \sigma + 2\Delta \\
0 & x > \sigma + 2\Delta 
\end{cases}
\]

(18)

\[
V_{LJ}(q) = -U^* \\
V_{LJ}(q) = 0
\]

(19)

(20)

(\text{where } \sigma + \Delta \text{ is about the mean molecular (half) distance}) and by introducing the self states wave functions

\[
\psi = B \sin[K_n(x - \sigma)] \quad \sigma < x < \sigma + 2\Delta \quad E_n > -U
\]

(21)

\[
\psi = B \sin[K_n(2\Delta)] \exp[-\Gamma_n(x - (\sigma + 2\Delta))] \quad x > \sigma + 2\Delta \quad E_n < 0
\]

(22)

where \( \Gamma_n = (-2mE_n/\hbar^2)^{\frac{1}{\nu}} \), \( K_n = (2m(U + E_n)/\hbar^2)^{\frac{1}{\nu}} \), into relation (10), the quantum potential reads
\[ V_{qu}^{(n)} = - \left( \frac{\hbar^2}{2m} \right) \Gamma_n^2 = E_n \quad \text{for} \quad x > \sigma + 2\Delta \]  

(23)

\[ V_{qu}^{(n)} = \left( \frac{\hbar^2}{2m} \right) K_n^2 = (U + E_n) \quad \sigma < x < \sigma + 2\Delta \]  

(24)

Where the values \( E_n \) are given by the trigonometric equation

\[ \tan [K_n (2\Delta)] = - K_n / \Gamma_n^2 = - (U + E_n) / E_n \]  

(25)

and hence

\[ \Delta = \left( \frac{\hbar^2}{8km} \right)^{\frac{1}{3}} \arctan \left[ - (U + E_0) / E_0 \right] / (U/k + E_0/k) \]  

(26)

Moreover, by assuming that the mean square well deepness \( U^* \) is slightly smaller than the L-J potential one \( U (U/k = 10.9 \text{ }^\circ \text{K}) \) and by evaluating that the value of the energy \( E_0 \) of the fundamental state at the transition is about

\[ - E_0/k - T_{cr} = 5.19 \text{ }^\circ \text{K} \]  

(27)

we obtain

\[ \Delta \geq 1.20 \times 10^{-10} \text{ m} = 2.3 \text{ Bohr.} \]  

(28)

if we choose \( U^* \) to obtain the value for “a” given by (22) it follows that

\[ \frac{U^*}{k} \equiv \frac{V_{cr}}{N_A((\sigma + 2\Delta) - (\sigma)^3)} \frac{U}{k} = 0.82 \frac{U}{k} = 8.9 \text{ }^\circ \text{K}, \]  

from where, it follows that

\[ \Delta \sim 1.54 \times 10^{-10} \text{ m} = 2.9 \text{ Bohr} \]  

(29)

and that the mean \( \text{He}^4_2 \) atomic distance

\[ \sigma + \Delta \approx 3.82 \times 10^{-10} \text{ m} = 7.2 \text{ Bohr} \]  

(30)

that well agrees with the values 7.1 Bohr given in ref. [16]. Moreover, as shown in Appendix [B] the above results well agree with the Virial expansion applied to the \( \text{He}^4 \).

On this data, we can check that the coherence length of the deterministic quantum state \( \lambda_c \) is coherently of order of the intermolecular distance at the \( \text{He}^4 \rightarrow \text{He}^4_{II} \) superfluid transition.

Reaching the lambda point (let’s suppose by \( \text{He}^4 - \text{He}^4 \) cooling), the mean half atomic distance decreases to the value \( \sigma + \Delta \) of the fundamental state and the wave function variance decreases to \( 2\Delta \) (the \( \text{He}^4 \) atoms lie almost inside the potential well). Therefore, assuming that the quantum coherence length \( \lambda_c \) becomes much bigger that to the dimension of space domain where the wave function is relevant (i.e., the well width of \( 2\Delta \)) to read

\[ \lambda_c = (\frac{\pi}{2})^{3/2} \frac{\hbar}{(2mk\Theta)^{1/2}} > 2\Delta, \]  

(31)

for the couple of \( \text{He}^4 - \text{He}^4 \) atoms, at lambda point it follows that

\[ \Theta_\lambda < 0.59 \times 10^{-19} \text{ }^\circ \text{K} \]  

(32)

and hence, by (28) that
or, more precisely, by using (29) that

$$\Theta_\lambda < 2.49 \degree K$$

Even if $\Theta$ is not exactly the thermodynamic temperature $T$, the result (47) is very satisfying since it correctly gives the order of magnitude of the transition temperature of the lambda point. The fact that $\Theta$ is close to $T$ can be intuitively understood with the fact that going toward the absolute null temperature, correspondingly, $\Theta$ must decrease since the systems fluctuations must vanish in both cases.

As shown in [10] a relation between $\Theta$ and $T$ can be established for an ideal gas at equilibrium. In this case, the thermodynamic temperature $T$ converges to the vacuum fluctuation amplitude $\Theta$ in going toward the to absolute zero. In the case of a real gas and its fluid phase, a bit of difference between $\Theta$ and $T$ may exists for $\Theta \neq 0$.

The result (34) definitely says that below a temperature of about 2.5$°$K degrees Kelvin the quantum potential enters more and more in the He$^4_I$ - He$^4_I$ pair interaction. As it is shown in the following section, this well agrees with the features of the He lambda point that clearly shows how the increase of He$^4$ density (the sign of the quantum potential interaction) starts before the transition He$^4_I \to$ He$^4_{II}$ takes place.

### 3.2. The sign of $\Delta T_\lambda = T_\lambda - T_B$ and of $dT_\lambda/dP$ at He$^4$ lambda point

The above equation (22) holds for normal fluid phases at a temperature above the superfluid transition one. Below the superfluid transition temperature, as shown by (31 and 47) the quantum coherence length $\lambda_c$ becomes larger than the inter-atomic He$^4$ - He$^4$ distance and hence the quantum potential contributes to the molecular energy and it must be taken into account in the calculation of the mean inter-molecular potential energy “$a$” that reads

$$a = -2 \pi \int_{r_0}^{\infty} \left( V_{LJ}(r) + V_{qu} \right) r^2 dr = -2 \pi \int_{r_0}^{\infty} V_{LJ}(r) r^2 dr + \int_{r_0}^{\infty} V_{qu} r^2 dr = a_{cl} + a_{qu} \quad (35)$$

where

$$a_{qu} = -2 \pi \int_{r_0}^{\infty} V_{qu} r^2 dr = -2 \pi (U + E_0) \int_{r_0}^{\sigma + \lambda_{\lambda}} r^2 dr = -\frac{3}{2} \pi (U + E_0) \left[ (\sigma + \lambda_{\lambda})^3 - 2^{\frac{1}{2}} \sigma^3 \right] < 0. \quad (36)$$

From (36) we can observe that $a_{qu}$ is negative since from (24) $V_{qu} = (U + E_0)$ is positive. Therefore, below the superfluid transition temperature, the state equation (20) reads:

$$\{ P + a_{cl} n^2 / V^2 + a_{qu} n^2 / V^2 \} (V - n b) = \{ P + a_{cl} n^2 / V^2 + \Delta P_{qu} \} (V - n b) = n k T \quad (37)$$

where $\Delta P_{qu} = a_{qu} n^2 / V^2$, so that the pressure for He$^4_I$ and He$^4_{II}$ respectively reads

$$P_{I} (\text{He}^4_I) \equiv \{ n k T / (V - n b) \} - a_{cl} n^2 / V^2 \quad (38)$$

$$P_{II} (\text{He}^4_{II}) \equiv \{ n k T / (V - n b) \} - a_{cl} n^2 / V^2 - \Delta P_{qu} \quad (39)$$
Where it is posed \( V_i \equiv V \equiv V_{\text{II}} \) since the fluid phase is poorly compressible. By using the same criterion of (7) the variation \( \Delta T_\lambda = T_\lambda - T_B(\text{He}^4_\text{I}) \) has the same sign of the pressure difference to read

\[
\Delta P = (P_\text{II} - P_\text{I}) = \Delta P_{\text{qu}} = a_{\text{qu}}^2 / V^2 < 0
\]  

(40)

and the sign of \( dT_\lambda /dP \) is the same of the derivative

\[
d\Delta P_{\text{qu}} /dP = a_{\text{qu}}^2 d(V^{-2})/dP < 0.
\]  

(41)

given that \( d(V^{-2})/dP \) is positive.

Therefore, the quantum potential of the QSHA leads to both \( \Delta T_\lambda \) and \( dT_\lambda /dP \) negative.

Finally, in order to show that the result obtained above is a direct consequence of the convex harmonic quantum potential, we use its more precise expression given in appendix C, where the interaction of a couple of He\(^4\) - He\(^4\) atoms is approximated by a harmonic well (as given by the atomic Lennard-Jones potential) and coherently found to be

\[
V_{\text{qu}}(q,t) = -\left(\frac{\hbar^2}{2m}\right)|\psi|^2 \partial^2 |\psi| / \partial q \partial q = -\left(2 \frac{\hbar^2}{m}\right) K_0^4 (q - q_0)^2 + \left(\frac{\hbar^2}{m}\right) K_0^2,
\]

(42)

where

\[
K_0 = \left(2m(U + E_0)/\hbar^2\right)^{1/2}
\]

and \( q_0 \) is the mean He\(^4\) - He\(^4\) inter-atomic distance.

4. Discussion

The negative sign of both \( \Delta T_\lambda = T_\lambda - T_B \) and of \( dT_\lambda /dP \) are the direct consequence of the convex harmonic quantum potential that leads to a repulsive inter-atomic force so that the pressure of the superfluid He\(^4\)_\text{II} is higher of that one it would assume the He\(^4\)_\text{I} at the same temperature. Due to the repulsive quantum potential energy, the passage from the He\(^4\)_\text{II} state to the equivalent He\(^4\)_\text{I} one (submitted to a lower pressure) needs less kinetic energy to happen and hence \( T_\lambda \) is smaller than the condensation temperature \( T_B(\text{He}^4_\text{I}) \). Moreover, since in He\(^4\)_\text{II} a higher pressure than in He\(^4\)_\text{I} is needed to maintain the same atomic distance, when the temperature is lowered at constant pressure near the lambda point (crossing \( T_\lambda \)) a decrease in density is produced as we get closer to the transition He\(^4\)_\text{I}→He\(^4\)_\text{II}. Therefore, during the cooling process the He\(^4\) shows a maximum in its density just above the He\(^4\)_\text{I}→He\(^4\)_\text{II} transition as confirmed by the experimental outputs.

It must be noted that for the realization of the maximum density, the crossover between the rate of change of the He\(^4\)_\text{I} thermal shrinking and that one of the He\(^4\)_\text{II} quantum dilatation is needed.

Moreover, since the density maximum is at 2.2 °K while \( T_\lambda = 2.17 \) °K, we can infer that the quantum interaction starts little bit before the transition temperature (i.e., \( \Theta_\lambda < 2.49 \) °K ) as (37) well signals (a larger and large fraction of He\(^4\) atoms fall in the quantum interaction closer and closer we get to \( T_\lambda \)).

Moreover, it is worth mentioning that the QSHA model does not exclude the possibility of similar maximum density phenomena close to liquid-solid transitions (such as that of water) since, in this case, the quantum interaction between the atoms in a crystal is also set by the quantum potential whose interaction range \( \lambda_L \) becomes larger than the typical inter-atomic distances (see appendix [C]). This fact well agrees with the similarity between the He\(^4\)_\text{I}→He\(^4\)_\text{II} and the water-ice transitions widely accepted by the scientific community in the field. Also in this case, in order to have the maximum density at the liquid solid transition, the quantum dilation must overcomes the thermal shrinking velocity.
5. Conclusion

The finite range the quantum interaction in the QSHA is able to explain the controversial aspect of negative $dT_{\lambda}/dP$ at the He$^4$ lambda point without the introduction of a non-physical repulsive atomic potential that would hinder the gas-liquid phase transition [20,21]. The quantum pseudo-potential of the QSHA model is exactly the required potential: it is repulsive as widely requested by the scientific community to explain the maximum density of He$^4$ lambda point, but it also has the property to disappear in the classical phase and to not hinder the liquid-gas phase transition as any Hamiltonian potential would do. The pseudo-potential of the QSHA approach also explains both why the lambda transition temperature $T_{\lambda}$ is smaller than the BE one $T_B$ and why the liquid He$^4$ has a maximum in its density just above the lambda point in agreement with the experimental measurements. The model puts in evidence that the perfect BE condensation is a phenomenon that happens between an ideal gas and its condensed quantum phase. As far as it concerns the liquid He$^4$, the phenomenon is slightly different being, by the fact, a transition between a real gas (in the fluid phase) and its quantum condensed phase so that the transition temperature is smaller.

Finally, it must be noted that even if the He$^4_{I}\rightarrow\text{He}^4_{II}$ is very well described by Montecarlo numerical simulation of standard quantum equations, the SQHA gives a modeling explanation that leads to a figurative comprehension of such a phenomenon that is complementary to that one coming by the numerical methods. The SQHA kinetic equation is not a semi-empirical kinetic equation as those used to study the system behavior and its universality class near the phase transitions [23] but is a microscopic theoretical model from which exact Langevin kinetic equation can be obtained by the standard procedure of coarse-graining [24].

Appendix A

The QSHA model for gas and condensed phases

A.1. Analysis of the quantum potential of localized free particles

In order to elucidate the particle PDF evolution, in a classical phase (i.e., the mean inter-particle distance bigger than $\lambda_c$) we inspect the interplay between the Hamiltonian potential and the quantum potential that define the quantum non-locality length.

Fixed the PDF at the initial time, then the Hamiltonian potential and the quantum one determine the evolution of the PDF that on its turn modifies the quantum potential. A Gaussian PDF has a parabolic repulsive quantum potential, if the Hamiltonian potential is parabolic too (the free case is included), when the PDF wideness adjusts itself to produce a quantum potential that exactly compensate the force of the Hamiltonian one, the Gaussian states becomes stationary (eigenstates). In the free case, the stationary state is the flat Gaussian (with an infinite variance) so that any Gaussian PDF expands itself following the ballistic dynamics of quantum mechanics [see Unpublished note 1] [12].

From the general point of view, we can say that if the Hamiltonian potential grows faster than a harmonic one, the wave equation of a self-state is more localized than a Gaussian one (its PDF decreases faster), and by (10) this leads to a stronger-than-linear quantum potential (also at large distance).

On the contrary, a Hamiltonian potential that grows slower than a harmonic one will produce a less localized (stationary) PDF that decreases slower than the Gaussian one [see Appendix D], so that the quantum potential grows less-than-linearly and may lead to a finite quantum non-locality length by (15). As shown in ref. [10], the large distances exponential-decay of the PDF such $\lim_{|q| \rightarrow \infty} |n^{1/2} | = \exp[-P(h)(q)]$ with $h < 3/2$ is a sufficient condition to have a finite quantum non-locality length.

Thence, we can enucleate three typologies of quantum potential interactions:

(1) $h > 2$ strong quantum potential that leads to quantum force $\partial V_{qu}(q) / \partial q$ that grows faster than linearly and $\lambda_{L}$ is infinite (super-ballistic free particle PDF expansion)

$$\lim_{q \rightarrow \infty} |\partial V_{qu}(q) / \partial q| > q^{1+\varepsilon}. \quad (\varepsilon > 0)$$

(A.1)

(2) $h = 2$ strong quantum potential that leads to quantum force $\partial V_{qu}(q) / \partial q$ that grows linearly and $\lambda_{L}$ is infinite (ballistic free PDF enlargement)
\[
\lim_{q \to \infty} |\partial V^q (q) / \partial q| \propto q^1. \quad (A.2)
\]

(3) \(2 > h \geq 3/2\) middle quantum potential; the integrand of (15) as well as the quantum force may be vanishing at large distance to read
\[
\text{Const} \geq \lim_{q \to \infty} |q^{-1} \partial V^q (q) / \partial q| > q^{-1}. \quad (A.3)
\]

but \(\lambda_L\) may be still infinite (under-ballistic free PDF expansion).

(4) \(h < 3/2\) weak quantum potential leading to quantum force that becomes vanishing at large distance following the asymptotic behavior
\[
\lim_{q \to \infty} |q^{-1} \partial V^q (q) / \partial q| = q^{-(1+\varepsilon)}, \quad (\varepsilon > 0) \quad (A.4)
\]

with a finite \(\lambda_L\) for \(\Theta \neq 0\) (asymptotically vanishing free PDF expansion).

**A.2. Free pseudo-Gaussian particles of a gas phase in presence of noise**

Gaussian particles generate a quantum potential that has an infinite range of interaction and hence they do not admit macroscopic local dynamics.

Nevertheless, imperceptible deviation by the perfect Gaussian PDF may possibly lead to finite quantum non-locality length [see Appendix D]. Particles that are inappropriately less localized than the Gaussian ones (let’s name them as pseudo-Gaussian) own \(\partial V^q (q) / \partial q\) that can sensibly deviate by the linearity so that the quantum non-locality length may be finite.

In the case of a free pseudo-Gaussian particle we can say that \(\lambda_L\) extends itself at least up to the Gaussian core (where the quantum force is linear). At a distance much bigger than \(\lambda_L\) for \(h < 3/2\), the expansive quantum force becomes vanishing.

On short distance, for \(q \ll \lambda_c\), the noise is progressively suppresses (i.e., the deterministic quantum dynamics is established). Therefore, it follows that:

(1) For \(q \ll \lambda_c < \lambda_L\), the evolution is quantum ballistic.

(2) For \(q >> \lambda_L > \lambda_c\), the evolution is classically stochastic.

(3) For \(<\Delta q^2>^{1/2} \ll \lambda_c < \lambda_L\), the quantum deterministic state with \(h = 2\) is approached by the free pseudo-Gaussian particle.

(4) For \(<\Delta q^2>^{1/2} >> \lambda_L > \lambda_c\) and for \(h < 3/2\) the expansion dynamics of the free pseudo-Gaussian PDF are almost diffusive.

If at the initial time, we have the pseudo Gaussian PDF confined on a micro-scale (i.e., \(<\Delta q^2>^{1/2} \ll \lambda_c < \lambda_L\)), the expansion of the particle PDF is always very fast (ballistic).

For \(\lambda_c < < \Delta q^2>^{1/2} \ll \lambda_L\) the noise will add diffusion to the PDF ballistic enlargement.

This until \(<\Delta q^2>^{1/2}\) reaches the length of \(\lambda_L\). Then, when \(<\Delta q^2>^{1/2} >> \lambda_L\), the expansion dynamics slow down toward the diffusive one.

When the (pseudo-Gaussian) PDF has reached the mesoscopic scale \(<\Delta q^2>^{1/2} \ll \lambda_L\), we can infer that its core expands ballistically while its tail diffusively.

Since the outermost expansion is slower than the innermost, there is an accumulation of PDF (\(p\) is a conserved quantity) in the middle region \((q \sim \lambda_L)\) generating, as time passes, a slower and slower (than the Gaussian one) PDF decrease so that (for a free particle) the quantum potential and \(\lambda_L\) decrease (and cannot increase) in time.

In force of these arguments (i.e., the core quantum ballistic enlargement is faster than the diffusive outermost classical one), the free pseudo-Gaussian states (with \(h < 3/2\)) are self-sustained and remain pseudo-Gaussian in time.

As far as it concerns the particle de-localization at very large times, the asymptotically vanishing quantum potential does not completely avoid such a problem since the (\(\Theta\)-noise driven) diffusion spreading of the molecular PDF remains (even if it is much slower than the quantum ballistic one).

If the particle PDF confinement cannot be achieved in the case of one or few molecules, on the contrary, in the case of a system of a huge number of structureless particles (with a repulsion core as in the case of the Lennard-Jones (L-J) potentials) the PDF localization can come from the interaction (collisions) between the molecules.
More analytically, we can say that in a rarefied gas phase at the collision, when two particles get at the distance of order of the L-J potential minimum $r_0$, the quantum non-locality length becomes sensibly large and bigger than the inter-particle distance of interaction $r_0$ (since for a sufficiently deep L-J well the potential is approximately quadratic and the associated state largely Gaussian) [see Appendix C].

After the collision, when the molecules are practically free, the PDF starts to expand again and $\lambda_c$ decreases again. It will never reach the flat Gaussian configuration since, in a finite time, the molecule undergoes another collision taking a bit of PDF squeezing leading to a new increase of the $\lambda_c/\langle \Delta q^2 \rangle^{1/2}$ ratio. The overall effect of this process is that the random collisions among the huge number of free particles in a gas phase with L-J type intermolecular potential, maintain their localization. Finally we observe that more rarefied is the gas phase closer is $\lambda_c$ to its minimum value $\lambda_c$. Thence, except for solids where $\lambda_c$ is sensibly higher than $\lambda_c$ [see Appendix C] we assume for classic liquid and gas phases $\lambda_c = \lambda_c$.

A.3. Condensed phase and He$^4_{\text{I}}$→He$^4_{\text{II}}$ transition

When both the lengths $\lambda_c$ and $\lambda_c$ are much smaller than the smallest physical length of the system (so that the resolution of the descriptive scale can be of order or bigger than $\lambda_c$) the macroscopic classical description arises. This for instance happens in a rarefied gas phase of L-J interacting particles where $\lambda_c$ as well as $\lambda_c$ are very small compared to the intermolecular mean distance (except for few colliding molecules).

On the contrary, when the mean inter-particle distance becomes comparable with the quantum non-locality length, the classical description may break down because the quantum potential enters in the particle interaction. Furthermore, if the wave function of the interacting particles is localized on a length of order or smaller than the quantum coherence length $\lambda_c$, the quantum deterministic description takes place for the bounded states of the couples of molecules.

In the classical regime, the Virial expansion furnishes an elegant conceptual understanding for passing from a gas to a condensed phase for molecules having finite range of interaction even in non-equilibrium condition [21].

In the classical treatment of the Virial expansion, the energy function does not include the quantum potential and hence converges to the classical value failing, for instance, to predict the law of the specific heat for solids where the quantum dynamics enters in the atoms interaction.

In the frame of the QHA description, the quantum potential energy (that changes at each stationary state) added to the classical value of the energy, leads to the variety of the quantum energy eigenvalues. This is very clearly shown in Ref. [9], the energy of the quantum eigenstates is composed by the sum of the two terms: one steams from the classical Hamiltonian while the other one by the quantum potential, leading to the correct eigenvalue $E_n$. Therefore, in principle the Virial approach can be applied (in the QSHA model) both for quantum as well classical molecular interactions.

Since in a crystal the atoms fall in the linear range of interaction, the quantum non-locality $\lambda_c$ is larger than the inter-molecular distance [see Appendix C] and the system shows quantum characteristics (in those properties depending by the molecular state).

Usually, for crystalline solids the inter-atomic distance lies in the harmonic range of the L-J interaction even at temperature higher than the room one due to the great deepness of the potential well [see Appendix C].

When, at higher thermal oscillations, the mean molecular distance starts to increases by the equilibrium position $r_0$ toward the non-linear range of the L-J inter-molecular potential, we have a transition from the solid phase to the liquid one [22]. During this process, the inter-particle wave function extends itself more and more in the non-linear L-J zone so that the quantum potential weakens and $\lambda_c$ decreases [see Appendix C].

For deep L-J intermolecular potential well, this happens at high temperature and we have a direct transition from the solid to the classical fluid phase.

For small potential well, the liquid phase can persist down to a very low temperature. In this case, even if $\lambda_c$ may result smaller than the inter-particle distance (so that the liquid phase is maintained), decreasing the temperature, and hence the amplitude $\Theta$ of fluctuations, when $\lambda_c$ grows and becomes of order of the mean molecular distance, the liquid phase may acquire quantum properties (about those depending by the molecular interaction such as the viscosity). The fluid-superfluid transition can happen if the temperature of the fluid can be lowered up to the transition point before the solid phase takes place (i.e., $\lambda_c < r_0$).

Therefore, it worth noting that the mechanism that brings to the quantum inter-atomic interaction in a solid is different from that one in a superfluid: in the former the linearity of the interaction leads to a quantum non-
locality length \( \lambda_c \) larger than the typical atomic distance while in the latter is the decrease of \( \Theta \), by lowering the temperature, that increases \( \lambda_c \) up to the mean inter-atomic length.

Even if the relation between the PDF noise fluctuations amplitude \( \Theta \) and the temperature \( T \) of an ensemble of particles is not straight [10], it can be easily acknowledged that when we cool a system toward the absolute zero (with steps of equilibrium) also the noise amplitude \( \Theta \) reduces to zero since the energy fluctuations of the system must vanish. Thence, even there is not a fix linear relation between the fluctuation amplitude \( \Theta \) and the temperature we expect lower values of \( \Theta \) for lower values of the temperature [10].

**Appendix B**

*The Virial expansion applied to the He fluid*

As far as it concerns the first point, we have that from the standard Virial expansion [13] the state equation of (classical) real gas accounting only for double collisions, reads:

\[
P V = n k T \{1 - (n (a/kT - b)/V)\},
\]

(18)

that under the standard substitution [14]

\[
\{1 + n b / V\} \equiv \{1 - n b / V\}^{-1}
\]

(19)

leads to the van der Waals equation

\[
\{P + a n^2 /V^2\} (V - n b) = n k T
\]

(20)

where \( P \) is the pressure, \( V \) the volume, \( n \) the number of molecules,

\[
b = \frac{2}{3} \pi r_0^3 = V_{cr} / 3N_A
\]

(21)

is the fourfold atomic volume [15] and

\[
a = -2 \pi \int_{r_0}^{\infty} V(r) r^2 dr \equiv 4 \pi r_0^3 U /3 = 2 U V_{cr} / 3N_A
\]

(22)

is the mean inter-molecular potential energy derived by using the rigid sphere approximation [13] that reads

\[
V(r) = \begin{cases} 
\infty, & x < r_0 \\
V_{LJ}(q) = 4 U [(\sigma/q)^{12} - (\sigma/q)^6], & x > r_0
\end{cases}
\]

(23)

(24)

where \( U = -V_{LJ}(r_0) \) is the well depth of the L-J intermolecular potential. Moreover, by using the relation[15]

\[
a = 9 k T_{cr} V_{cr} / 8 N_A,
\]

(25)

from (22), for \( \text{He}^4 \) \( U/k \) reads

\[
U / k = 27 T_{cr} / 16 = 8.77^oK,
\]

(26)

satisfactory close to the value \( U / k = 10.9 \) given by quantum Monte Carlo models [16] and to the value \( U / k = 11.07 \) given by \( \text{He}^4-\text{He}^4 \) scattering [17].

Moreover, by using for helium [18] the value of

\[
V_{cr} = 5.7 \times 10^{-3} m^3 / moles,
\]

(27)

it follows that
$r_0 \equiv 2.56 \times 10^{-10}$ m = 4.8 bohr \hspace{1cm} (28)

where

\[ r_0 = 2^{1/6} \sigma \] \hspace{1cm} (29)

is the point of minimum for the L-J intermolecular potential with

\[ \sigma = 2^{-1/6} r_0 = 2.32 \times 10^{-10} \text{ m} \equiv 4.35 \text{ Bohr}. \]

**Appendix C**

*Quantum non-locality length of L-J bounded states*

In order to calculate the quantum potential and its non-locality length for a L-J potential well, we can assume the harmonic approximation

\[ V_{LJ}(q) = \frac{1}{2} k (q - r_0)^2 + C, \] \hspace{1cm} (C.1)

where

\[ k = 4 K_0 \frac{\hbar^2}{m} \] \hspace{1cm} (C.2)

where $K_0 = 2m(U + E_0)/\hbar^2$, and where the constant $C$ can be calculated by the energy eigenvalue of the fundamental state

\[ C = E_0 - V_{qu}^0 (q=0), \] \hspace{1cm} (C.3)

leading to a Gaussian wave function whose series expansion at second order coincides with that one of eqs. (21-22) having the same eigenvalue $E_0$ and mean position $q = \sigma + \Delta$ that reads

\[ \psi_0 = B \exp\left[-K_0 \frac{\hbar^2}{m} (q - \sigma)^2 \right] \cong B \left[ 1 - K_0 \frac{\hbar^2}{m} (q - \sigma)^2 \right] \cong B \sin[K_0(q-\sigma)] \quad |q - r_0| << 2\Delta/\pi. \] \hspace{1cm} (C.4)

The convex quadratic quantum potential associated to the wave function $\psi_0$ reads

\[ V_{qu}^{\psi_0} (q) = -\langle \hbar^2 / 2m \rangle |\psi\rangle^{-1} \partial^2 |\psi\rangle / \partial q \partial q = - \langle 2 \hbar^2 / m \rangle K_0 \frac{\hbar^2}{m} (q - \sigma)^2 + \left( \hbar^2 / m \right) K_0^2 \] \hspace{1cm} (C.5)

that leads to the quantum force

\[-\partial \partial V_{qu}^{\psi_0} / \partial q = 2 K_0 \frac{\hbar^2}{m} (q - \sigma) \] \hspace{1cm} (C.6)

and to

\[ C = E_0 - V_{qu}^0 (q=0) = \frac{1}{2} \hbar (k / m)^{1/2} - \left( \hbar^2 / m \right) K_0^2 = 0. \]

Given the simple exponential PDF decrease of (21-22) for $x > \sigma + 2\Delta$ (that leads to a vanishing quantum potential as well as to vanishing small quantum force), we can disregard the contribution to the quantum non-locality length for $x > \sigma + 2\Delta$.

Thence, by (13) it follows that,
Appendix D

Pseudo-Gaussian PDF

If a system admits the large-scale classical dynamics, the PDF cannot acquire an exact Gaussian shape because it would bring to an infinite quantum non-locality length.

In section (III.B.1) we have shown that for \( h < 3/2 \) (when the PDF decreases slower than a Gaussian) a finite quantum length is possible.

The Gaussian shape is a physically good description of particle localization but irrelevant deviations from it, at large distance, are decisive to determine the quantum non-locality length.

For instance, let’s consider the pseudo-Gaussian function type

\[
n(q,t) = \exp\left[ -\frac{(q-q_0)^2}{\Delta q^2} \right] \left[ 1 + \frac{(q-q_0)^2}{\Lambda^2 f(q-q_0)} \right], \quad (D.1)
\]

where \( f(q-q_0) \) is an opportune regular function obeying to the conditions

\[
\Lambda^2 f(0) \gg \Delta q^2 \quad \text{and} \quad \lim_{|q-q_0| \to \infty} f(q-q_0) \ll \frac{(q-q_0)^2}{\Lambda^2}.
\]

For small distance \( (q-q_0)^2 \ll \Lambda^2 f(0) \) the above PDF is physically indistinguishable from a Gaussian, while for large distance we obtain the behavior

\[
\lim_{|q-q_0| \to \infty} n(q,t) = \exp\left[ -\Lambda^2 f(q-q_0)/\Delta q^2 \right]. \quad (B.3)
\]

For instance, we may consider the following examples

\[
\begin{alignat}{2}
\text{i.} & \quad f(q-q_0) = 1 & \quad \lim_{|q-q_0| \to \infty} n(q,t) &= \exp\left[ -\Lambda^2 f(q-q_0)/\Delta q^2 \right] ; \\
\text{ii.} & \quad f(q-q_0) = 1 + |q-q_0| & \quad \lim_{|q-q_0| \to \infty} n(q,t) &= \exp\left[ -\Lambda^2 f(q-q_0)/\Delta q^2 \right] ; \\
\text{iii.} & \quad f(q-q_0) = 1 + \ln[1 + |q-q_0|^h] \quad (0 < h < 2) & \quad \lim_{|q-q_0| \to \infty} n(q,t) &= |q-q_0|^h \frac{\Lambda^2}{\Delta q^2} ; \\
\text{iv.} & \quad f(q-q_0) = 1 + |q-q_0|^h \quad (0 < h < 2) & \quad \lim_{|q-q_0| \to \infty} n(q,t) &= \exp\left[ -\Lambda^2 |q-q_0|^h/\Delta q^2 \right].
\end{alignat}
\]

All cases (i-iv) lead to a finite quantum non-locality length \( \lambda_L \).

In the case (iv)(D.1) reads

\[
n_{pg}(q,t) = \exp\left[ -\left( |q-q_0|^2/\Delta q^2 \right) \left( 1 + \Lambda^{-2}(q-q_0)^2/[q-q_0]^h \right) \right] \quad (h < 2). \quad (D.8)
\]
Given that for the PDF (D.8)

\[ \lim_{|q-q_\infty| \to \infty} |\psi| = \lim_{|q-q_\infty| \to \infty} n_{pq}^{\frac{1}{2}} = \exp[- \Lambda^2 (q-q_\infty)^2/2 <\Delta q^2>], \]

the quantum potential for \(|q| >> |q_\infty|\) reads:

\[ \lim_{(q-q_\infty) \to \infty} V_{qu} = -\left(\frac{\hbar^2}{2m}\right)|\psi|^{-1} \partial^2 |\psi|/\partial q \partial q = -\left(\frac{\hbar^2}{2m}\right)(\Lambda^2 q^2 - h (h-1) (q-q_\infty)^2), \]  \hfill (D.9)

leading, for \(h \neq 2\), to the quantum force

\[ \lim_{(q-q_0) \to \infty} \partial V_{qu}/\partial q = -\left(\frac{\hbar^2}{2m}\right)(\Lambda^4 (2h-1) h^2 (q-q_0)^2 - h(h-1)(h-2)(q-q_0)^2), \]  \hfill (D.10)

that for \(h < 3/2\) gives \(\lim_{(q-q_0) \to \infty} \partial V_{qu}/\partial q = 0\).
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Abstract

Some observations of light are inconsistent with a wave–like model. Other observations of light are inconsistent with a traditional particle–like model. A single model of light has remained a mystery. Newton’s speculations, Democritus’s speculations, the Bohm interpretation of quantum mechanics, and the fractal philosophy are combined. The resulting model of photon structure and dynamics is tested by toy computer experiments. The simulations include photons from a distance, in Young’s experiment, and from a laser. The patterns on the screens show diffraction patterns fit by the Fresnel equation. The model is consistent with the Afshar experiment.

Interference, Young’s experiment, Afshar’s experiment PACS 42.50Ct, 42.25Hz, 42.25.Fx

1 INTRODUCTION

A single model of light has remained a mystery. Black body radiation, the photoelectric effect, and the Compton effect observations reject the wave-in-space model of light. The reflection, diffraction, interference, polarization, and spectrographic observations reject the traditional particle model of light. The challenge of uniting the Newtonian and quantum worlds is to develop laws of motion of photons that obtain the diffraction experimental observations. The goal is to model a set of photon characteristics that can produce interference patterns.

The popular Copenhagen interpretation of quantum mechanics suggests the simultaneous existence of both apparently mutually exclusive concepts resulting in the principle of complementarity (wave–particle duality).

The Afshar experiment (Afshar 2005) may challenge the principle of complementarity in quantum mechanics. Coherent light was passed through dual pinholes, past a series of wires placed at interference minima, and through a condensing lens. The resulting images showed the dual pinholes that suggested the which-way information had been recovered.

\textsuperscript{*}E-mail:jc_hodge@blueridge.edu
The Bohm interpretation of quantum mechanics is an alternative to the Copenhagen interpretation (Durrr, et al. 2009; Goldstein 2009). It is a causal, “hidden variable”, and, perhaps, a deterministic model. Physics in the Newtonian and cosmological scales revolve around the concept that the motion of a single particle can be modeled. The Bohm interpretation posits particles have a definite position and momentum at all times. Particles are guided by a “pilot wave” in a $\Psi$-field that satisfies the Schrödinger equation, that acts on the particles to guide their path, that is ubiquitous, and that is non-local. The probabilistic nature of the Schrödinger equation results because measurements detect a statistical distribution. The origin of the $\Psi$-field and the dynamics of a single photon are unmodeled. The $\Psi$-field of Bohmian mechanics acts on particles and produces interference patterns with photons through slits.

Democritus of Abdera speculated that because different animals ate similar food, matter consists of an assembly of identical, smallest particles that recombine to form other types of matter. His term “atom” has been applied to an assembly of nucleons and electrons. Today, the Democritus concept applies as well to nucleons and smaller particles. Therefore, the Democritus “atom” is a still smaller, single type of particle.

That light moves slower through denser materials is well known. The index of refraction is the ratio of the speeds of light in differing media. Frizeau’s experiment (Sartori 1996) measured a different speed of light between a medium moving toward a source and a medium moving away from a source. Both the “ether drag” model of Fresnel and the Special Theory of relativity are consistent with Frizeau’s result. Because the index of refraction varies with the wavelength of light, refraction causes the analysis of light into its component wavelengths. This experimental observation is considered to decisively rule out the corpuscular model of light.

The gravitational lens phenomena may have two causes (Will 2001). The model for the gravitational lens phenomenon is that the convergent gravitational field (1) attracts light, (2) causes the curvature of coherent light, or (3) both. The gravitational attraction of photons was suggested in Newton’s Opticks speculations. This produces a velocity $\vec{v}$ perpendicular to $\vec{c}$. This gravitational affect on light alone is insufficient to explain the gravitational lens phenomena yielding a calculated angular deviation approximately half the observed value.

The curvature-of-coherent-light model is that the light from stars is coherent and that coherence implies mutual attraction. An analogy is that of a rod with its axis maintained along the streamlines of the gravitational field. The rod travels perpendicular to its axis. The inner part of the rod slows or has a time dilation relative to the outer part. As light emerges from the convergent gravitational field, the rate of change in the direction of $\vec{c}$ and $\vec{v}$ decreases or is dampened. This is similar to the refraction of light by differing “media” densities. This model can account for the observed value of gravitational lensing (Eddington 1920, p. 209).

Models of photons have assumed the photon structure to be similar to other matter particles. That is, photons are assumed to be three-dimensional. The conclusion drawn from the well-known Michelson-Morley experiment’s null re-
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sult was that light is a wave, that there is no aether for light to “wave” in, and that a Fitzgerald or Lorentz type of contraction existed.

Fractal cosmology has been shown to fit astronomical data on the scale of galaxy clusters and larger (Baryshev and Teerikorpi 2002). At the opposite extreme, models such as Quantum Einstein Gravity have been presented that suggest a fractal structure on the near Planck scale (Lauscher and Reuter 2005). However, the Democritus’ concept of the smallest particles suggests a lower limit of the fractal self-similarity.

The distinction between incoherent and coherent light is whether the light forms a diffraction/interference pattern when passed through one or more slits in a mask. Because interference has been thought to be a wave phenomenon, coherence is considered a property of waves. However, the definition of coherence allows a distribution of particles to be coherent.

Coherence is obtained (1) by light traveling a long distance such as from a star as seen in the Airy disk pattern in telescope images, (2) by the pinhole in the first mask in Young’s experiment, and (3) from a laser.

Young’s double-slit experiment has become a classic experiment because it demonstrates the central mysteries of the physics and of the philosophy of the very small. Incoherent light from a source such as a flame or incandescent light impinges on a mask, and through a small pinhole or slit. The light through the first slit shows no diffraction effects. The light that passes through the slit is allowed to impinge on a second mask with two narrow, close slits. The light that passes through the two slits produces an interference pattern on a distant screen. The first slit makes the light coherent. The intensity pattern on the screen is described by the Huygens-Fresnel equation.

The assumptions of Fresnel model of diffraction include: (1) The Huygens’ Principle that each point in a wave front emits a secondary wavelet. (2) The wavelets destructive and constructive interference produces the diffraction pattern. (3) The secondary waves are emitted in only the forward direction, which is the so called “obliquity factor” (a cosine function). (4) The wavelet phase advances by one-quarter period ahead of the wave that produced them. (5) The wave has a uniform amplitude and phase over the wave front in the slit and zero amplitude and zero effect from behind the mask. (6) Note the Fresnel model has a slight arc of the wave front across the slit. That is, the distribution of energy in the plane of the slit varies. The Fresnel model with larger distance between the mask and the screen or with condensing lenses before and after the mask degenerates into the Fraunhofer diffraction model.

The intensity patterns produced by multiple slits can be compared to the intensities of the single slit pattern of equal total width. Thus, the resulting pattern may be regarded as due to the joint action of interference between the waves coming from corresponding points in the multiple slits and of diffraction from each slit. Diffraction in the Fresnel model is the result of interference of all the secondary wavelets radiating from the different elements of the wave front. The term diffraction is reserved for the consideration of the radiating elements that is usually stated as integration over the infinitesimal elements of the wave front. Interference is reserved for the superposition of existing waves, which is
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usually stated as the superposition of a finite number of beams.

Sommerfield (1954) gave a more refined, vector treatment for phase application. However, these other more complex models make many simplifying assumptions. When the apertures are many wavelengths wide and the observations are made at appreciable distance from the screen, intensity results are identical to the Fresnel model.

Newton in his book Opticks (1730) speculated light was a stream (ray) of particles. The aether in query 17 overtakes (travels faster) the rays of light and directs the rays’ path. Newton’s analogy was of water waves. That is, Newton was using a self-similarity (fractal) postulate. The rays of light recede from denser parts of the aether in query 19. The aether grows denser from bodies in query 20 and this causes gravity in query 21. Newton seems to have suggested light is particles that are directed by the aether to produce the wave phenomena.

The prevailing models of the 19th century considered light to be a wave. The prevailing interpretation of Newton’s model is that Newton was suggesting light is both a wave and a particle rather than two entities having differing effects like a rock (photon) creating transverse waves in water (aether).

The Maxwell equations followed by the Special Theory of Relativity posited the velocity \( \vec{c} \) of photons was constant in the absence of matter. This says nothing about the speed of gravity (aether) waves.

The cosmological, scalar potential model (SPM) was derived from considerations of galaxies and galaxy clusters (Hodge 2004, 2006a,b,c,d,e) \(^1\). The SPM posits a plenum exists whose density distribution creates a scalar potential \( \rho \) (erg) field. The term “plenum” was chosen to distinguish the concept from “space” in the relativity sense and from “aether”. The term “space” is reserved for a passive backdrop to measure distance, which is a mathematical construct. The plenum follows Descartes (1644) description of the plenum. The plenum is infinitely divisible, fills all volume between matter particles, is ubiquitous, flows to volumes according to the heat equation, is influenced by matter, is compressible in the sense that the amount of plenum in a volume may change, and influences matter.

Consideration of the electromagnetic signal of the Pioneer Anomaly led to the postulate that matter caused a depression in the plenum (Hodge 2006e). The redshift of the Pioneer Anomaly on the solar system scale ignored several terms because they had significant values only on the galactic scale (Hodge 2006e). In addition to the propositions of the galactic SPM, matter is posited to cause a static\(^2\) warp in the \( \rho \) field in accordance with the Newtonian spherical property. “Static” because matter is neither a Source nor a Sink of energy. Because the \( \rho \) field near matter must attract other matter, the matter decreases the \( \rho \) field. The \( \rho \) field then causes matter attraction according to established gravitational physics and causes the frequency change of the EM signal\(^3\). Matter merely modifies the \( \rho \) energy flowing from Sources to Sinks. The SPM of the Pioneer

\(^1\)A more complete discussion of this model is in Hodge (Theory of Everything)
\(^2\)“Static” such as caused by a stationary electron in a stationary EM field.
\(^3\)This concept is from General Relativity where matter shapes the geometrical “space” and “space” directs matter.
Anomaly is an effect on only the EM signal and is a blueshift superimposed on the Doppler redshift of the receding spacecraft.

Hodge (2004) showed that if the surface of the hod held $\rho = 0$, the $\rho$ equipotential surfaces were ellipsoidal near the surface of the hod. The streamlines terminated on and perpendicular to the surface. Farther from the hod, the equipotential surfaces become spheres and the hod appears as a point at the center of the sphere. Newtonian equations apply at larger distance. The $\rho \geq 0$ always including the scale of photons and, possibly, atomic nuclei. Because the hod has extent, the effect on $\rho$ from a distance is treated as a negative $\rho$ value at the center of the hod. Therefore, the $\rho < 0$ in matter equations reflects the hod having a surface area.

This Paper proposes a model of light that postulates the necessary characteristics of photons to satisfy observations and yield diffraction phenomenon. The model combines Newton’s speculations, Democritus’s speculations, the Bohm interpretation of quantum mechanics, and the fractal philosophy. The wave–like behavior of light results from the photons changing the $\Psi$–field that guides the path of the photons. The resulting model is tested by numerical simulation of diffraction and interference, with application to the Afshar experiment. Therefore, the wave characteristics of light may be obtained from the interaction of photons and $\Psi$–field.

In section 2, the model of photons is described and the equations are derived. Section 3 describes the computer simulation. Section 4 describes the computer simulation of photons traveling a long distance. Section 5 describes the computer simulation of Young’s experiment. Section 6 describes the computer simulation of laser light. Section 7 describes the model application to the Afshar experiment. The Discussion and Conclusion are in section 8 and section 9, respectively.

## 2 Model

Newton’s third law suggests that if the $\Psi$–field acts on photons, the photons and other matter should act on the $\Psi$–field.

Compare coherent light passing through multiple slits in a mask to light passing through a single slit. The slits may be viewed as transmitters of light that produces a diffraction pattern in the $\Psi$–field if the incoming light is coherent. The fractal philosophy of self-similarity suggests that the photons passing through a slit have similar elements that emit waves. If light is a particle, then the energy of a photon is smaller than the other known particles. Differing energy levels (color) among photons suggests light is an assembly of smaller, identical particles (hods). Like the Democritus’s argument, the proportionality of mass and energy suggests mass is also an assembly of hods. Each photon must be coherent, must be emitting a diffraction pattern into the $\Psi$–field, and

---

4The action of the plenum on atomic nuclei at the largest was suggested by the differing $\text{H}_\alpha$ and $\text{H}_\text{I}$ galactic rotation curves (Hodge 2006c).
be composed of smaller emitters. That is, moving photons emit coherent forward waves in the \(\Psi\)-field like multiple slits. The analogy of a photon, of a slit, and of multiple slits is analogous to a linear antenna array of smaller emitters in a photon.

Photons exhibit gravitational effects caused by matter perpendicular to their direction of travel. The Michelson-Morley experiment suggests the hods and the photon have no resistance or drag in the \(\Psi\)-field in the direction of movement. This suggests the hod has zero thickness. Asymmetry in photon behavior near mass suggests asymmetry in photon structure. Therefore, the hod is a two dimensional object. The simplest structure that can produce a coherent wave is one hod next to another. Additional hods create a column of hods.

Each hod of a photon attracts \(\Psi\) at its surface to its maximum value. Between these hod surfaces and very near the hods of a photon, a \(\Psi = 0\) surface is created. Beyond this surface, \(\nabla \Psi\) is directed first toward then away from a hod by the other hods. This holds the hods together. The \(\Psi\)-field cavitates as hods travel through the \(\Psi\)-field like an air foil traveling at the maximum speed through a gas.

If a hod transmits \(\Psi\) changes into the \(\Psi\)-field, the hod also receives changes in \(\Psi\). The resulting force \(\vec{F}_a\) of the \(\Psi\)-field acts on a hod to change \(\vec{v}\) and to rotate the hod. The \(\vec{v}\) is the result of a force \(\vec{F}_a\) acting on the hod cross-section proportional to \(\vec{n} \cdot \nabla \Psi\) on the cross-section \(m_s\) of matter where \(\vec{n}\) indicates a vector in 3-space,

\[
\vec{F}_a \propto m_s(\vec{n} \cdot \nabla \Psi)\vec{n},
\]

where \(\vec{n}\) is the surface, normal, unit vector. A vector without the \(\vec{}\) indicates the value of the vector.

The \(\Psi\) change that results from the effect of other matter \(M\) on the \(\Psi\)-field is

\[
\Psi = \sum_i^N \frac{GM_i}{R_i},
\]

where \(N\) is the number of bodies used in the calculation and \(R\) is the distance from the center of mass of \(M\) to the point where \(\Psi\) is measured. The \(R\) is large enough that the equipotential surfaces are approximately spherical. The \(M\) is linearly related to \(N_h\) where \(N_h\) is the number of hods in the body.

The gravitational lens phenomena suggest the photon’s response to \(\nabla \Psi\) changes relative to the direction of \(\vec{c}\). The Shapiro delay phenomena could be modeled as a decrease of \(c\) in a gravitational field. This also suggests \(c\) is a function of the gravitational field. The lower \(c\) suggested by the Shapiro delay in a lower \(\Psi\)-field causes a refraction in the direction of \(\vec{c}\). The matter caused variation of the \(\Psi\)-field and the action of the \(\Psi\)-field on light causes \(\vec{c}\) to change.

The plane of the Michelson-Morley experiment was perpendicular to the Earth’s surface and, therefore, in a nearly constant \(\Psi\)-field.

The \(\nabla \Psi\) produces the effect of gravity. The speed of the gravity wave (\(\Psi\) wave) that are changes in the force exerted by \(\nabla \Psi\) is much greater than \(c\) (van Flandern 1998). The development of Special Relativity was done using
electromagnetic experimental results. The speed limit of electromagnetic force changes is \( c \). The higher speed of the \( \nabla \Psi \) wave is consistent with the quantum entanglement phenomena and is necessary if photons are to project the changing \( \Psi \)-field forward.

The redshift and blueshift of the Pound-Rebka experiment suggests a dependence of photon energy shift on the changing \( \Psi \)-field. That is, the energy of a photon is partly composed of the \( \Psi \)-field between the hods of the column as well as the number of hods in a photon. If the hods in a photon have no \( \Psi \)-field between them, the photon would have no third dimensional characteristics. Because a blueshift increase of energy occurs when \( \Psi \) decreases, because \( c \) decreases with \( \Psi \), and if number \( N_h \) of hods in a photon remains constant, the inertial mass \( m_I \) of kinetic energy is posited to be

\[
m_I = N_h(1 + K_\Psi \frac{\Psi_{\text{max}}}{\Psi}),
\]

where \( K_\Psi \) is a proportionality constant.

If \( c \) is much lower than the wave velocity of the \( \Psi \)-field, then the limiting factor of \( c \) may be like a terminal velocity. The Shapiro delay and the well known \( E = mc^2 \) relation combined with the lower \( \Psi \) near mass suggest for short range experiments,

\[
c = K_c(\frac{\Psi}{\Psi_{\text{max}}})^2,
\]

where \( K_c \) is the proportionality constant and \( \Psi_{\text{max}} \) is the maximum \( \Psi \) in the path of light wherein \( c \) is measured.

### 2.1 Hod action on \( \Psi \)-field

The action of all matter (hods) causes the \( \Psi \) to change. Therefore, the motion of a hod is relative to the local \( \Psi \)-field variation.

Matter causes the \( \Psi \) to decrease. Therefore the hod motion which pulls the \( \Psi \) to zero displaces the \( \Psi \)-field. The \( \Psi \)-field then flows back when the hod passes a point. That is, the hod’s motion within a volume neither increases nor decreases the amount of \( \Psi \)-field in that volume. The cavitation in the \( \Psi \)-field produces a wave in the \( \Psi \)-field. The cavitation limits the \( c \). The cavitation depends on the density of the \( \Psi \)-field, higher density allows a faster refresh of the \( \Psi \) round the hod and, therefore, a faster \( c \) than in a low \( \Psi \)-field. The wave has a \(- \cos(\kappa r)\) affect from the point of the hod center. Because the \( \Psi \)-field wave travels faster than the hod, the \( \Psi \)-field flows around the hod to fill in the depression behind the hod. If the speed of the wave in the \( \Psi \)-field is much larger than \( c \), the harmonic wave is transmitted forward and the \( \Psi \) level behind the wave reaches a stable, non-oscillating level very rapidly and is the effect of gravity. This can be modeled as a \( \cos(K_\beta \beta) \) decrease of \( \Psi \)'s value, where \( \beta \) is the angle between the direction \( \vec{e} \) of a hod and the direction of the point from the hod center where \( \Psi \) is calculated. The angle at which the \( \Psi \)-field no longer oscillates has the \( \cos(K_\beta \beta) = 0 \). This is analogous to the Fresnel model that
secondary wavelets are emitted in only the forward direction. Therefore, the effect on the \(\Psi\)-field of a single hod is
\[
\Psi_{\text{single}} = -\frac{K_r}{r} \cos\left(\frac{2\pi r}{\lambda_T}\right) \cos(K_\beta \beta) \exp^{-j\omega t} \quad K_\beta \beta < \pi/2
\]
\[
\Psi_{\text{single}} = -K_r r^{-1} \quad K_\beta \beta \geq \pi/2,
\]
where \(K_r\) is a proportionality constant, \(j = \sqrt{-1}\), \(\exp^{-j\omega t}\) is the wave time dependent component in the \(\Psi\)-field, and \(\lambda_T\) is the radial wavelength of the forward wave.

### 2.2 \(\Psi\)-field action on a hod

If energy may be transferred to the hods from the \(\Psi\)-field, then the motion of the hods may be dampened by the \(\Psi\)-field. Posit the dampening force is proportional to the \(\Psi\), \(m_s\), and \(\vec{v}\) in analogy to non–turbulent movement through a medium. Non–turbulent flow is because the \(\Psi\)-field is ubiquitous and the speed of changes in the \(\Psi\)-field is much greater than \(c\). Therefore,
\[
m_1 \dot{v} = K_v F_{st} - K_d m_s \Psi v,
\]
where the over dot means a time derivative, \(K_v\) and \(K_d\) are proportionality constants, \(F_{st} \propto m_s |\nabla \Psi| \sin(\theta)\), and \(\theta\) is the angle between \(\nabla \Psi\) and \(\vec{c}\).

Solving for \(v\) yields:
\[
v_f = \frac{(A_{vh} + B_{vh} v_i) \exp^{B_{vh} \Delta t} - A_{vh}}{B_{vh}},
\]
where \(t\) is the time of measurement, \(v_i = v(\text{time} = t)\), \(v_f = v(\text{time} = t + \Delta t)\), \(A_{vh} = K_v m_s \nabla \Psi \sin(\theta) / m_1\), and \(B_{vh} = -K_d m_s \Psi / m_1\).

Posit the action of the \(\Psi\)-field on a single hod is acting with the same radial \(r\) component of the hod. The \(\vec{r}\) is directed along the hod surface in the direction of \(\vec{c}\). If the hod has a \(m_s\) and circular shape, \(\dot{r} = 0\). The \(m_s\) and \(r\) are constant and the same for all hods. Because the hod is free to move, a change in orientation of the hod results in the hod changing direction. A differing \(\vec{F}_s\) from one side of the hod surface to the other along \(\vec{r}\) will cause a rotation of the hod. Assuming the hod is rigid is unnecessary, but convenient. If the \(\vec{F}_s\) is close to \(\vec{c}\), the rotation will be to align \(\vec{c}\) with \(\vec{F}_s\). If the \(\vec{F}_s\) is close to the axis of the photon, the rotation will be to align the axis of the photon with \(\vec{F}_s\). Define \(\alpha\) as the critical angle between \(\vec{c}\) and the angle at which \(\vec{F}_s\) changes from acting to align with the axis to acting to align with \(\vec{c}\). Because the dampening is in only the axial direction, the dampening caused by rotation is also proportional to the \(\Psi\), \(m_s\), and rotational velocity \(\dot{\theta}\) in analogy to non–turbulent movement through a medium.

The torque from \(\vec{F}_s\) is \(r F_{sa} = K_{\theta \beta} m_s r |\nabla \Psi| \sin(\theta)\) or
\[
\frac{d}{dt}(v^2 m_1 \dot{\theta}) = r F_{sa} - K_{\theta \alpha} m_s \Psi \dot{\theta},
\]
Solving for \( \dot{\theta} \) yields:

\[
\dot{\theta}_i = \frac{(A_{\theta h} + B_{\theta h}\dot{\theta}_i)}{B_{\theta h}} \exp^{\beta_{\theta h} \Delta t} - A_{\theta h},
\]

where \( \dot{\theta}_i = \dot{\theta}(\text{time} = t) \), \( \dot{\theta}_f = \dot{\theta}(\text{time} = t + \Delta t) \),
\( A_{\theta h} = K_{\theta h} m_s |\nabla \Psi| \sin(\theta)/r m_t \),
\( B_{\theta h} = -K_{\theta h} \frac{m_s}{m_t} \frac{\Psi}{r m_t} - (\dot{m}_t/m_t) \), and \( \dot{m}_t/m_t \) is small and nearly constant.

### 2.3 Photon action on \( \Psi \)-field

The suggested structure of the photon in Hodge (2004) implies each hod is positioned at a minimum \( \Psi \) because the hod surface holds the \( \Psi = 0 \). Therefore, the distance between hods in a photon is one wavelength \( \lambda_T \) of the emitted \( \Psi \)-field wave. Also, the hods of a photon emit in phase. Further, the number of hods in a photon and the \( \Psi \)-field potential \( \Psi_{\text{max}} \) due to all other causes around the hod effects this distance. Therefore, the transmitted potential \( \Psi_T \) from a photon is

\[
\Psi_T = -\frac{K_r}{r} N_{\text{effT}},
\]

where

\[
N_{\text{effT}} = \cos\left(\frac{2\pi r}{\lambda_T}\right) \cos(K_\beta \beta) \left| \frac{\sin[N_{\text{RT}} \pi \sin(\theta)]}{\sin[\pi \sin(\theta)]} \right| \quad K_\beta \beta < \frac{\pi}{2}
\]

\[
N_{\text{effT}} = \begin{cases} N_{\text{RT}} & K_\beta \beta \geq \frac{\pi}{2} 
\end{cases}
\]

and \( \lambda_T = K_\lambda/(\Psi_{\text{max}} N_{\text{RT}}) \) and \( N_{\text{RT}} \) is the number of hods in the transmitting photon.

These equations apply to the plane that includes the center of the photon, the direction vector, and the axis of the photon.

### 2.4 \( \Psi \)-field action on a photon

The \( \Psi \)-field wave from each cause impinges on a photon through the hods. Because the photon is linearly extended, the photon is analogous to the receiving antenna. Therefore,

\[
\vec{\nabla} \Psi_{\text{effi}} = \vec{\nabla} \Psi_i \left| \frac{\sin[N_{\text{RT}} \pi \lambda_T \sin(\beta + \frac{2\pi \lambda_T}{\lambda_T})]}{\sin[\pi \sin(\beta + \frac{2\pi \lambda_T}{\lambda_T})]} \right|,
\]

where \( N_{\text{RT}} \) is the number of hods in the receiving photon; \( \lambda_T \) is the wavelength, which is the distance between hods, of the receiving photon; and \( \Psi_i, \lambda_T, \vec{\nabla} \Psi \) is the effective \( \Psi \), \( \lambda_T \), \( \vec{\nabla} \Psi \), respectively, for the \( i \)th cause.

Using Eq. (12) in Eqs. (7) and (9) and summing the effect of all causes yields the total change in a \( \Delta t \).
3 Simulation

A particle in the computer experiment was a set of numbers representing the points in position and momentum space whose motion was advanced in discrete time intervals of one calculation cycle. The particles position at the previous interval determines \( \Psi \)-field effect by the equations developed in section 2. The limitations of a computer experiment are caused by (1) noise from using a relatively small number of particles and the relative distances used, (2) bias caused by the approximate solution limitation of the number of digits, (3) the discrete time interval rather than continuous time progression, and (4) other possible effects. Understanding the results requires insight that can be obtained by experimental observation in the real world.

The simulation was conducted using a PC running a Visual Basic V program on the Windows XP platform. The horizontal axis (Y-axis) was the initial direction of the photons. The vertical axis (X-axis) was perpendicular to the initial photon direction. The \( n^{th} \) photon \( p_n \) had X and Y position coordinates, \( P_x(p_n) \) and \( P_y(p_n) \), respectively, and the parameter values required by the equations. “Masks” were simulated by a range of \( y \) values at specified Y coordinates for all \( x \) values, a zone wherein photons were deleted, and a gap wherein photons were unchanged that defined the “slit”. Each calculation was an “interval”. Each “step” was one unit of distance measure along the X-axis or Y-axis. The values of \( \Delta t = n_s = 1 \) were used. The \( y = 0 \) was the initial value of introduced photons. The \( x = 0 \) was the center of the initial photon distribution, the center of the one slit gap, and the center of the two slit gaps.

A “screen” was a virtual, vertical column positioned at a constant Y wherein the lower X coordinate \( x_s \) of the bin range determines the value that was recorded. Each X step was divided into 50 bins. As photons pass through the screen, the number \( B(x_s) \) of photons at each bin was counted. Each photon was eliminated after being counted. Therefore, the accumulation of the number of photons through each bin over several intervals was the intensity of light at each bin. After 1000 photons were counted, \( x_s \) and \( B(x_s) \) were recorded in an Excel file.

Because of the sampling error and of calculation errors noted above, the calculation of the best-fit Fresnel curve used an average

\[
B(x_s) = \frac{\sum_{i=x_s-0.1}^{x_s+0.1} B(i)}{11},
\]

where \( i \) increments by 0.02 steps.

All the photons in these experiments were identical. That is, \( N_{HT} = N_{HR} = 10 \) and \( \lambda_T = \lambda_R \). The constants in the equations are listed in Table 1 and were determined by trial and error. The difficulty in determining the constants was so the angle \( (x_s/L) \), where \( L \) (step) is the distance from the last mask to the screen, corresponded to the Fresnel equations. That is, so that \( x = 1 \) step and \( y = 1 \) step was the same distance of photon movement for the calculations, which is a Cartesian space.
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Table 1: The values of the constants.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_c$</td>
<td>$1 \times 10^{-8}$</td>
<td>step interval$^{-1}$</td>
</tr>
<tr>
<td>$K_\Psi$</td>
<td>$1 \times 10^1$</td>
<td>gr. hod$^{-1}$</td>
</tr>
<tr>
<td>$K_\beta$</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>$K_r$</td>
<td>$-8 \times 10^{-11}$</td>
<td>erg step</td>
</tr>
<tr>
<td>$K_v$</td>
<td>$1 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>$K_d$</td>
<td>$2.4 \times 10^{-4}$</td>
<td>gr. step$^{-2}$ erg$^{-1}$ interval$^{-1}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$5 \times 10^{-1}$</td>
<td>radian</td>
</tr>
<tr>
<td>$K_{\theta s}$</td>
<td>$6 \times 10^1$</td>
<td>gr. interval$^{-2}$ erg$^{-1}$</td>
</tr>
<tr>
<td>$K_{\theta d}$</td>
<td>$2 \times 10^1$</td>
<td>gr. step$^{-2}$ erg$^{-1}$ interval$^{-1}$</td>
</tr>
<tr>
<td>$K_\lambda$</td>
<td>$1 \times 10^{-4}$</td>
<td>erg step hod</td>
</tr>
<tr>
<td>$\Psi_{\text{max}}$</td>
<td>$1 \times 10^3$</td>
<td>erg</td>
</tr>
</tbody>
</table>

Table 2 lists the curve fit measurements for the plots shown in the referenced figures. The first column is the figure number showing the curve. The second column is the number $N_c$ of photons counted at the screen. The third column is the center of the theoretical curve ($K_{\text{cent}}$). The fourth column is the asymmetry $A_{\text{sym}}$ of the data points (number of photons counted greater than $K_{\text{cent}}$ minus number of photons counted less than $K_{\text{cent}}$)/$N_c$. The fifth column is the sum of the least squares $L_{sq}$ between the $\bar{B}(x_s)$ and the theoretical plot for $-5$ steps $\leq x_s \leq 5$ steps divided by $N_c$. The sixth column is the correlation coefficient between $\bar{B}(x_s)$ and the theoretical plot for $-5$ steps $\leq x_s \leq 5$ steps.

4 Photons traveling a long distance

The initial distribution of photons was within a 60 steps by 60 steps section. One photon was randomly placed in each 1 step by 1 step part. The equations were applied to each of the photons in the section. Because the section has an outer edge, additional virtual photons were necessary to calculate the $\Psi$. Therefore, $[P_x(p_n), P_y(p_n), P_x(p_n) + 60], [P_x(p_n), P_y(p_n) - 60], [P_x(p_n) + 60, P_y(p_n)], [P_x(p_n) - 60, P_y(p_n)]$, $[P_x(p_n) + 60, P_y(p_n) + 60], [P_x(p_n) - 60, P_y(p_n) + 60], [P_x(p_n) - 60, P_y(p_n) + 60], [P_x(p_n) - 60, P_y(p_n) - 60], [P_x(p_n) + 60, P_y(p_n) - 60]$ were included in the calculation of $\Psi$. Only photons and virtual photons within a radius of 30 steps were used in the calculation of $\Psi$ at a point.

The equations were developed without consideration of photons colliding. That is, some photons were too close which generated very large, unrealistic $\Psi$ values. Another characteristic of the toy model is that each interval moves a photon a discrete distance that occasionally places photons unrealistically close. When this happened, one of the close photons was eliminated from consideration. The initial distribution started with 3600 photons from which 111 were eliminated because of collision.

Figure 1(left) is a plot of the $N_{\text{effT}}$ versus $\beta$ with $N_{\text{hT}} = 10$. The first five
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Figure 1: The left figure is a plot of the $N_{\text{eff}}T$ versus angle from the direction of the photon $\beta$. $N_{\text{eff}}T = 10$. The first six minima are at $\beta = 0$ rad, 0.144 rad (a), 0.249 rad (b), 0.355 rad. (c), and 0.466 rad (d). The right figure is a plot of the longitudinal vs. latitudinal position of photons after 1000 intervals. The line labeled “e” is $\beta = \pi/2$. The lines are labeled as the angles in the left plot. The position of photons along lines corresponding to minima of a photons transmission pattern is what determines coherence.

Peaks are at $\beta = 0$ rad, 0.144 rad (a), 0.249 rad (b), 0.355 rad. (c), 0.466 rad (d), and $\pi/2$ rad (e). This pattern is similar to the antenna emission pattern.

After 1000 intervals, a pattern of photon position developed as seen in Fig.1(right). The photons positions were recorded. The photons were organizing themselves into recognizable patterns of lines with angles to the direction of travel (Y axis) corresponding to the minima of Fig. 1(left).

A mask with a single slit with a width $W_s = 1$ step was placed at $y = 100$ steps and a screen was placed at $y = 140$ steps ($L = 40$ steps). The positions of the photons were read from the recording. The group of photons were placed in 60 steps increments rearward from the mask. The photons were selected from the recording to form a beam width $W_{\text{in}}$ (step) centered on the $x = 0$ step axis. Because the incoming beam had edges, the calculation for $P_{\text{old}}(p_n) < 100$ was $P_{\text{new}}(p_n) = P_{\text{old}}(p_n) + Kc * 1$ interval, where $P_{\text{old}}(p_n)$ is the position of the $n$th photon from the last calculation and $P_{\text{new}}(p_n)$ is the newly calculated position. The $P_x(p_n)$ remained the same. If $P_{\text{old}}(p_n) \geq 100$, the $P_{\text{new}}(p_n)$ and $P_x(p_n)$ were calculated according to the model.

Figure 2 shows the resulting patterns for varying $W_{\text{in}}$. The thicker, solid line in each figure is the result of a Fresnel equation fit to the data points. Although each plot shows a good fit to the Fresnel equation, the fit differs among the plots and depends on $W_{\text{in}}$. Because the calculation includes all photons, the photons that were destined to be removed by the mask have an affect on the diffraction pattern beyond the mask.
Figure 2: The single slit width $W_s = 1.0$ step screen patterns for $L = 40$ steps: (A) input beam width $W_{in} = 1.0$ step which is the same as the slit width, (B) $W_{in} = 2.0$ steps, (C) $W_{in} = 4.0$ steps, and (D) $W_{in} = 6.0$ steps. The filled squares are the data points, the thin line connects the data points, and the thick line marks the theoretical calculation. Although each plot shows a good fit to the Fresnel equation, the fit differs among the plots and depends on $W_{in}$. Because the calculation includes all photons, the photons that were destined to be removed by the mask have an effect on the diffraction pattern beyond the mask.
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Table 2: The measurements of the curve fit.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>( N_c )^a</th>
<th>( K_{\text{cent}} )^b</th>
<th>( A_{\text{sym}} )^c</th>
<th>( L_{sq} )^d</th>
<th>( C_c )^e</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A</td>
<td>1000</td>
<td>0.585</td>
<td>0.014</td>
<td>0.219</td>
<td>0.96</td>
</tr>
<tr>
<td>2B</td>
<td>1000</td>
<td>0.605</td>
<td>-0.028</td>
<td>0.199</td>
<td>0.97</td>
</tr>
<tr>
<td>2C</td>
<td>1000</td>
<td>0.408</td>
<td>0.000</td>
<td>0.247</td>
<td>0.96</td>
</tr>
<tr>
<td>2D</td>
<td>1000</td>
<td>0.383</td>
<td>0.006</td>
<td>0.250</td>
<td>0.96</td>
</tr>
<tr>
<td>3A</td>
<td>1000</td>
<td>0.259</td>
<td>0.084</td>
<td>0.360</td>
<td>0.97</td>
</tr>
<tr>
<td>3B</td>
<td>1000</td>
<td>0.426</td>
<td>0.050</td>
<td>0.021</td>
<td>0.92</td>
</tr>
<tr>
<td>3Cf</td>
<td>1000</td>
<td>0.271</td>
<td>0.060</td>
<td>0.185</td>
<td>0.98</td>
</tr>
<tr>
<td>3Df</td>
<td>1000</td>
<td>0.535</td>
<td>0.006</td>
<td>0.246</td>
<td>0.83</td>
</tr>
<tr>
<td>5A</td>
<td>438</td>
<td>0.187</td>
<td>-0.046</td>
<td>0.178</td>
<td>0.92</td>
</tr>
<tr>
<td>5B</td>
<td>1000</td>
<td>0.314</td>
<td>-0.070</td>
<td>0.717</td>
<td>0.82</td>
</tr>
<tr>
<td>8</td>
<td>400</td>
<td>0.850</td>
<td>-0.320</td>
<td>0.221</td>
<td>0.68</td>
</tr>
<tr>
<td>9</td>
<td>1000</td>
<td>0.145</td>
<td>-0.122</td>
<td>0.909</td>
<td>0.79</td>
</tr>
<tr>
<td>11</td>
<td>1000</td>
<td>0.273</td>
<td>-0.074</td>
<td>0.895</td>
<td>0.81</td>
</tr>
</tbody>
</table>

^a The number of photons counted at the screen.
^b The center of the theoretical curve.
^c The \((\text{number of photons counted greater than } K_{\text{cent}} \text{ minus number of photons counted less than } K_{\text{cent}})/N_c\).
^d The sum of the least squares between the \(\bar{B}(x_s)\) and the theoretical plot for -5 steps \(\leq x_s \leq 5\) steps.
^e The correlation coefficient between \(\bar{B}(x_s)\) and the theoretical plot for -5 steps \(\leq x_s \leq 5\) steps.
^f This curve is relative to a Fraunhofer equation fit.
Figure 3 shows the resulting patterns for varying $L$. The mask, screen, and photon input was the same as the previous experiment with $W_{in} = 6$ steps. Comparing Fig. 3(A), Fig. 2(D), and Fig. 3(B) shows the evolution of the diffraction pattern with $L = 30$ steps, $L = 40$ steps, and $L = 50$ steps, respectively. Fig. 3(C) and Fig. 3(D) show the Fraunhofer equation fits. The greater $L$ produces a closer match between the Fresnel and Fraunhofer equation fits.

Figure 4 shows an expanded view of Fig. 3(B). The center area, first ring, and second ring of Fig. 3(B) and Fig. 4 has 954 photons, 20 photons, and 4 photons, respectively, of the 1000 photons counted.

Figure 5 shows the screen pattern with the mask from the previous experiment replaced by a double slit mask. Figure 5(A) was with the slits placed from 0.50 step to 1.00 step and from -1.00 step to -0.50 step. The best two slit Fresnel fit (a cosine term multiplied be the one slit Fresnel equation) is expected for slits with a ratio of the width $b$ of one slit to the width $d$ between the centers of the slits (the “$d/b$ ratio”). Figure 5(B) shows the screen pattern with the slits placed from 0.75 step to 1.25 steps and from -1.25 steps to -0.75 step.

Figure 6 shows the paths traced by 10 consecutive photons through the slits at two different intervals that form part of the distribution of Fig. 5A. The traces are from the mask to the screen. The $\theta$ for each photon is established after $y = 130$ steps. Before $y = 120$, there is considerable change in $\theta$, which is consistent with Fig. 3. That is, the photon paths do not start at the slit and follow straight lines to the screen. The Fresnel equation applies only after some distance from the mask.

The numbers in Fig. 6 mark the following occurrences: (1) One photon follows another and traces the same path. The following photon travels a longer path before path merging. (2) One photon follows another and traces a parallel and close path. (3) A photon experiences an abrupt change in $\theta$ as it passes close to another photon. These events were probably a result of the discrete nature of the simulation like the collision condition noted previously. (4) A photon from one slit follows another from the other slit. The leading photon determines the $x_s$ and $\theta$ at the screen.

5 Young’s experiment

The input to Young’s experiment was at 0 step $\leq y \leq 1$ step and -3 steps $\leq x \leq 3$ steps. A photon is placed at random in each 1 step X 1 step area. The input was repeated every 100 intervals. The first mask was placed at $y=100$ steps with $W_s = 1$ step centered on the X-axis. If a photon’s $P_y(p_n) \leq 100$ step, then $P_{y_{new}}(p_n) = P_{y_{old}}(p_n) + K_c \ast 1$ interval. If a photon’s $P_{y_{old}}(p_n) > 100$ step, then the new position was calculated in accordance with the model.

A screen placed at $y = 140$ steps showed a rounded pattern between -4 steps $\leq x_s \leq 4$ steps. Comparison with Fig. 2 diffraction patterns shows Fig. 7 is not a diffraction pattern for $L = 40$ steps.

Figure 7 (right) shows the distribution of photons between the first mask and the screen. The lines and the lower case letters are as in Fig. 1.
Figure 3: Resulting patterns for varying $L$. The mask, screen, and photon input was the same as the previous experiment with $W_{in} = 6$ steps. The single slit $W_s = 1.0$ step screen patterns for $L = 30$ steps (left figures A and C) and for $L = 50$ steps (right figures B and D). The top row is the Fresnel calculation plots and the bottom row is the Fraunhofer calculation plots. The filled squares are the data points, the thin line connects the data points, and the thick line marks the theoretical calculation. Comparing Fig. 3(A), Fig. 2(D), and Fig. 3(B) shows the evolution of the diffraction pattern with $L = 30$ steps, $L = 40$ steps, and $L = 50$ steps, respectively. Fig. 3(C) and Fig. 3(D) show the Fraunhofer equation fits. The greater $L$ produces a closer match between the Fresnel and Fraunhofer equation fits.
Figure 4: Plot of Fig. 3B with an expanded scale to show the second and third diffraction rings. The filled squares are the data points, the thin line connects the data points, and the thick line marks the theoretical calculation. The center area, first ring, and second ring of Fig. 3(B) and Fig. 4 has 954 photons, 20 photons, and 4 photons, respectively, of the 1000 photons counted. The number of photons in each ring agrees with the theoretical calculation of the relative intensity of the diffraction rings.
Figure 5: Plot of the double slit screen pattern at $L = 40$ steps and $W_{in} = 8$ steps. The A figure is with the slits placed from 0.50 step to 1.00 step and from -1.00 step to -0.50 step. The B figure is with the slits placed from 0.75 step to 1.25 steps and from -1.25 steps to -0.75 step. The filled squares are the data points, the thin line connects the data points, and the thick line marks the theoretical calculation. The model produces the double slit interference pattern.
Figure 6: Traces of 10 consecutive photon paths between the mask and screen at two different intervals. The numbers mark the following occurrences: (1) One photon follows another and traces the same path. The following photon travels a longer path before path merging. (2) One photon follows another and traces a parallel and close path. (3) A photon experiences an abrupt change in \( \theta \) as it passes close to another photon. These events were probably a result of the discrete nature of the simulation like a collision condition. (4) A photon from one slit follows another from the other slit. The leading photon determines the \( x_s \) and \( \theta \) at the screen. The photon's path continues to change direction for a short distance after the mask.
Figure 7: The right figure is a plot screen pattern of Young’s experiment at \( L = 40 \) steps after the first mask and \( W_{in} = 6 \) steps. The filled squares are the data points. The thin line connects the data points. The Fresnel equation fit is poor. Therefore, the pattern is not a diffraction pattern. The right figure shows the distribution of photons from the first mask to the screen. The lines and the lower case letters are as in Fig. 1. Random photons through a first slit fail to produce a diffraction pattern that indicates incoherence. However, the position distribution shows coherence (see Fig. 1B).

The screen was removed and the second mask was placed at \( y = 140 \) steps. The second mask had two slits placed \( 0.5 \) step \( \leq x \leq 1.0 \) step and at \(-1.0 \) step \( \leq x \leq -0.5 \) step. The screen was placed at \( y = 180 \) steps (\( L = 40 \) steps). Figure 8 shows the resulting distribution pattern.

Although the statistics for Fig. 8 are poorer than previous screen interference patterns, inspection of Fig. 8 indicates an interference pattern was obtained. Figure 3(B and D) after 50 steps of calculation compared with Figure 3(A and C) after 30 steps of calculation indicates that the calculation errors are causing increased and noticeable scatter after 50 steps of calculation. Figure 8 is after 80 steps of calculation.

6 Laser

The initial, overall photon density in the previous sections was approximately uniform and incoherent. The photons in the distance simulation or the slit in the Young’s simulation formed the coherent distribution. These coherent distributions resulted from an application of the model to an initial random distribution.

The popular model of a laser is that a seed photon in a medium stimulates the emission of more photons. Because the photons from a laser impinging
Figure 8: Plot of the double slit screen pattern at $L = 40$ steps from the second mask and 80 steps beyond the first mask. The slits were placed from 0.50 step to 1.00 step and from -1.00 step to -0.50 step. The filled squares are the data points, the thin line connects the data points, and the thick line marks the theoretical calculation. The position distribution after the first mask is coherent.
6 LASER

Figure 9: Plot of the pattern on a screen at $L = 40$ steps of a laser pulse input $W_{in} = 6$ steps through a double slit. The slits were placed from 0.50 step to 1.00 step and from -1.00 step to -0.50 step. The filled squares are the data points, the thin line connects the data points, and the thick line marks the theoretical calculation.

on a slit(s) produces a diffraction pattern, the laser simulation must produce the coherent distribution of photons. Because of the diversity of materials that produce laser emissions, the laser must form an ordered distribution within the light.

The Fourier transform of a triangular function is the sinc-type function. Another function with a Fourier transform of the sinc-type function is the rectangular function. If the slit acts as a Fourier transform on the stream of photons, a pulse pattern with high density and a low duty cycle may also produce the diffraction pattern.

A simple model of the simulation of the laser light is several photons followed by a delay between pulses. Figure 9 shows the result of passing a pulse through a double slit. The pulse is formed by positioning a photon randomly in half step $x$ intervals and randomly within a 1.1 steps $y$ interval. These pulses were three steps apart and $W_{in} = 6$ steps. Several other pulse configurations were tried and yielded a poorer fit. The parameters are unique. Also, the fit is inconsistent with observation of interference patterns for a $d/b$ ratio of 3/1. That this is what lasers in general produce seems unlikely.

That the photons form lines with a set angle to $\vec{c}$ was noted in Fig. 1 and Fig. 7. Posit that a seed photon follows a free photon in the laser material. These photons form themselves at an angle noted in Fig. 1. The angles are
related to $N_h$. These photons then exert a force along the angle to free weakly bound photons. Thus, a line of photons is formed. The lines are then emitted.

The experiment was to create two seed photons at $y = 0$ and randomly between $-3 \leq x \leq 3$ steps. A line of 13 additional photons was introduced from each of the seed photons at one of the four angles, which was randomly chosen, progressing positively or negatively. Figure 10 depicts a plot of such a distribution at one interval. This model has the advantage of being dependent on $N_h$ and the form of the distribution produced by distant travel and by the first slit in Young’s experiment.

The photons were then directed to a mask at $y = 100$ with a double slit. The slits placed from 0.50 step to 1.00 step and from -1.00 step to -0.50 step. The fit is consistent with observation of interference patterns for a $d/b$ ratio of 3/1.

7 Afshar experiment

The Afshar experiment involves a wire grid and lenses in addition to a screen. Placing thin wires of one bin thickness at minima is possible in the present experiment. The $B(x_\pi)$ values averaged 11 bins. There were bins with no photons near the minima.

The modeling of the photon interacting with matter and lenses is for a future paper. Therefore, the $x_\pi$ and the angle $\phi_\pi$ of $\vec{e}$ to the Y axis was also recorded.

Figure 10: Plot of the position of photons between $0 \leq y \leq 100$ steps and $W_{in} = 6$ steps.
Figure 11: Plot of the pattern on a screen at $L = 40$ steps of a line laser input (see Fig. 10) $W_{in} = 6$ steps through a double slit. The slits placed from 0.50 step to 1.00 step and from -1.00 step to -0.50 step. The filled squares are the data points, the thin line connects the data points, and the thick line marks the theoretical calculation.
Figure 12: Plot of $\phi_s$ vs. $x_s$ for the photons that passed through the Positive Slit (left) and the photons that passed through the Negative Slit (right). The groups of photons with $-3 \leq x_s \leq 3$ steps to have a nearly linear distribution. A linear regression was done on the data of each of the groups. Photons existed outside this range. However, occurrences (1) and (2) of Fig. 6, which was considered an artifact of the simulation, caused errors. The distribution outside this range became non-linear. Over 86% of the recorded photons were in this range.

$$\phi_s = mx_s + b,$$

where $m$ is the slope and $b$ is the intercept of the linear regression.

Table 3 lists the resulting values of the linear regression equation for each of the data sets and the calculated $\phi_s$ at $x_s = 2$ steps and $x_s = 2$ steps. The majority of the photons impinge on the screen at angles that would cause a condensing lens to focus them at different points associated with the slits. Figure 6, occurrence (4) showed some photons from one slit follow another photon from the other slit and, therefore, were recorded with the $\phi_s$ as if from the wrong slit. This occurred for both slits. Therefore, the statistical effect would balance.

The majority of the photons impinge on the screen at angles that would
Table 3: The values of the constants in the linear regression Eq. 14.

<table>
<thead>
<tr>
<th>slit</th>
<th>$m$</th>
<th>$b$</th>
<th>$\phi_b(x_s = 2 \text{ steps})$</th>
<th>$\phi_b(x_s = -2 \text{ steps})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive Slit</td>
<td>0.0428</td>
<td>-0.0177</td>
<td>0.068</td>
<td>-0.10</td>
</tr>
<tr>
<td>Negative Slit</td>
<td>0.0348</td>
<td>0.00512</td>
<td>0.074</td>
<td>-0.065</td>
</tr>
</tbody>
</table>

8 Discussion

The constants were determined iteratively and with few significant figures. The solution presented may not be unique or optimal.

The $E = mc^2$ relation was used to derive Eq. (3) and (4). This suggests a way to relate measurable quantities to the constants $E = mc^2 = h\nu$. Further, $\Psi$ is responsible for inertial mass. Thus, $\Psi$ is a wave in a “real” physical entity.

The “wave” in quantum mechanics is a wave in the $\Psi$–field. The hod causes the wave and the wave directs the hod. The speed of the wave in the $\Psi$–field is much greater than $c$. Because the number of hods in a moving photon determines the wavelength of the $\Psi$–field wave, the photon causally interacts with other similar hods. Because the wave is a sine or cosine function, matter producing equal wavelength in the $\Psi$–field can “tune” into each other. This produces the interference pattern. Therefore, quantum entanglement may be a causal and connected observation.

This paper suggests the transverse and longitudinal position of photons undergo forces that may be treated as Fourier transforms with each encounter with more massive particles. The varying $\Psi$–field experienced by photons causes a Fourier transform on the distribution of photons. Therefore, the probability distribution of the position and movement of the large number of photons may be treated as in quantum mechanics.

The flow of photons through a volume with matter would produce a pattern of waves from each matter particle. Therefore, the Huygen’s model of each point being a re-emitter of waves is justified if “each point” means each matter particle such as atoms.

Fourier mathematics assumes an infinite stream of particles obeying a given function for all time. Each encounter with other matter produces a different function. The mathematics of the Fourier transform includes the integration in both time and distance from $-\infty$ to $+\infty$. Therefore, observations made over a region or over a shorter interval allows for the uncertainty of waves. This non-uniformity of the time and distance of the particle stream distribution is Fourier transformed into the Heisenberg Uncertainty Principle (Tang 2007, see, for example, Section 2.9).
The change in the diffraction pattern upon the change in the width of the photon stream that the mask blocks (see Fig. 2) suggests these photons have an influence on the photons that go through the slit. This differs from the traditional wave model of diffraction. It also suggests the photon diffraction experiment is an experiment of quantum entanglement. Indeed, the photons blocked by the mask are non-local to the transmitted photons beyond the mask.

Bell’s inequality includes the assumption of locality (Dürr et al. 2009; Goldstein 2009). Because the present model is intrinsically nonlocal, it avoids Bell’s inequality.

The calculation equations allow several negative feedback loops. For example, \( c \) is dependent on \( \Psi \). If a photon is at a high \( \Psi \) region, \( c \) is high. This causes the photon to be faster then the photon producing the wave and move to a lower \( \Psi \). The lower \( \Psi \) slows the photon to match the speed of the photon producing the wave. This mechanism exists in \( \theta \) and \( v \).

The present concept of “coherent” differs from the traditional model. The photons interact through the \( \Psi \)-field and tend toward lower \( \Psi \). Coherence in the sense of interaction of photons is when the photons are maintained at a position and momentum relative to other photons through the feedback mechanisms. This occurs when a photon distribution causes a constant relative, moving minima. That is when \( \cos(K_\beta) < 1/r \). This also implies there are constant relative forbidden zones where \( \cos(K_\beta) > 1/r \) and \( \Psi \approx \Psi_{\text{max}} \). Thus, position and momentum are quantized.

Knowledge of the density of particles is insufficient to determine the Bohmian quantum potential as noted in Young’s experiment. The structure of hods must also be known to provide the \( \Psi \)-field. For example, the \( \Psi \)-field wave caused by a photon structure of \( N_{h1} \) hods differs from the \( \Psi \)-field wave caused by a photon structure of \( N_{h2} \) hods where \( N_{h1} \neq N_{h2} \).

Gravity is another manifestation of the \( \Psi \)-field–hod interaction. Moving particles produce “pilot waves” (gravity waves) in the \( \Psi \)-field. The wave–particle duality of the Copenhagen interpretation may be viewed as which of the two entities (\( \Psi \)-field or particle) predominates in an experiment.

For \( \theta > \alpha \) the photon’s tendency is to align its axis along streamlines of the \( \Psi \)-field and axes of other photons. Because of the symmetry of the photon, a converging \( \Psi \)-field such as from Sinks and matter and a diverging \( \Psi \)-field such as from Sources and galaxy clusters have the same angle changing effect on a photon.

Comparing the SPM and the present model yields the conclusions that the plenum is the \( \Psi \)-field and the \( \rho \) is the \( \Psi \). A possible addition to the concept of the plenum is that the \( \Psi \)-field in the present model supports a transverse wave.

The SPM of the gravitational lens phenomena is that of gravitational attraction changing \( v_\theta \) and of \( \dot{\theta} \) changing the direction of \( \vec{e} \).

Conceptualizing the macroscopic scale of everyday experience, the galactic scale, and the quantum scale can now be done with a single concept as fractal cosmology suggests. The SPM view strengthens the deterministic philosophy. Therefore, the Schrödinger equation represents our lack of knowledge or inability to measure the initial and evolving parameters. The SPM solution for the
Bohmian trajectory (Goldstein 2009) is unique for each particle. The uncertainty of the measurement of position and momentum produces other possible trajectories.

Our measuring instruments measure particles that consist of hods and bound $\Psi$–field. That is, we measure only particles and their behavior. The properties of the $\Psi$–field are inferred from how the particles are guided by the $\Psi$–field and not by measurement of the $\Psi$–field itself.

Because the plenum is real and because the structure of the photon is consistent with the Michaelson-Morley and diffraction experiments, there is no need to introduce action-at-a-distance, length contraction, time dilation, or a single big bang. Because of the unity of concepts between the big and the small, the SPM may be a Theory of Everything.

9 Conclusion

Newton’s speculations, Democritus’s speculations, the Bohm interpretation, and the fractal philosophy were combined with the cosmological Scalar Potential Model (SPM). The resulting model of photon structure and dynamics was tested by a toy computer experiment.

The simulation of light from a distance produced the diffraction pattern after passing through one and two slit masks. The screen patterns were determined to be diffraction patterns by fitting the pattern on a screen to the Fresnel equation. The distribution that was interpreted as coherent was formed by several lines of photons at angles to $\vec{c}$ consistent with the antenna pattern for the photons with the given $N_h$. The photons impinging on the opaque portion of the mask were necessary in the calculation. Tracing the path of the photons showed the Fresnel pattern forms after a number of steps from the mask. Also, by varying the distance between the mask and the screen, the Fresnel pattern became the Fraunhofer pattern.

The simulation of Young’s experiment showed randomly distributed photons were not coherent but became coherent after passing through one slit. The distribution of photons after the first slit resembled the line pattern of the light from a distance. This pattern was shown to be coherent after passing through a double slit. Young’s experiment was duplicated.

The simulation of laser light examined two possible photon distributions. One considered the laser to be emitting pulses of random composition. A Fresnel fit was found. However, the number of minima was inconsistent with the physical structure of the mask. The second posited seed photons formed lines of photons at angles related the $N_h$. This distribution was also fit by the Fresnel equation and the number of minima was consistent with the mask construction.

Because a model for photon interaction with lenses is lacking, the slit the photon passed through and the position and angle the photons strike the screen were recorded. The average difference of angle depending on the slit the photon passed through could produce the Afshar result. The model is consistent with the Afshar experiment.
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Abstract: The formulation of Action Principles in Physics, and the introduction of the Hamiltonian framework, reduced dynamics to bracket algebræ of observables. Such a framework has great potentialities, to understand the role of symmetries, or to give rise to the quantization rule of modern microscopic Physics. Conservative systems are easily algebrized via the Hamiltonian dynamics: a conserved observable \( H \) generates the variation of any quantity \( f \) via the Poisson bracket \( \{ f, H \} \).

Recently, dissipative dynamical systems have been algebrized in the scheme presented here, referred to as metriplectic framework: the dynamics of an isolated system with dissipation is regarded as the sum of a Hamiltonian component, generated by \( H \) via a Poisson bracket algebra; plus dissipation terms, produced by a certain quantity \( S \) via a new symmetric bracket. This \( S \) is in involution with any other observable and is interpreted as the entropy of those degrees of freedom statistically encoded in friction.

In the present paper, the metriplectic framework is shown for two original “textbook” examples. Then, dissipative Magneto-Hydrodynamics (MHD), a theory of major use in many space physics and nuclear fusion applications, is reformulated in metriplectic terms.

Keywords: Dissipative systems, Hamiltonian systems, Magneto-Hydrodynamics.

1. Introduction

Hamiltonian systems play a key role in Physics, since the dynamics of elementary particles appear to be Hamiltonian. Hamiltonian systems are endowed with a bracket algebra (that of quantum commutators, or classically of Poisson brackets): such a scheme is of exceptional clarity in terms of symmetries [1], offering the opportunity of retrieving most of the information about the system without even trying to solve the equations of motion. Despite their central role, Hamiltonian systems are far from covering the main part of real systems: indeed, Hamiltonian systems are intrinsically conservative and reversible, while, as soon as one zooms out from the level of elementary particles, the real world appears to be made of dissipative, irreversible processes [2]. In most real systems there are couplings bringing energy from processes at a certain time- or space-scale, treated deterministically, to processes evolving at much “smaller” and “faster” scales, to be treated statistically, as “noise”. This is exactly what friction does, and this transfer appears to be irreversible.
A promising attempt of algebrizing the classical Physics of dissipation appears to be the Metriplectic Formalism (MF) exposed here [3, 4]. The MF applies to closed systems with dissipation, for which the energy conservation and entropy growth hold: the MF satisfies these two conditions [5]. The first important ingredient of the MF is the metriplectic bracket (MB):

$$\{\{f, g\}\} = \{f, g\} + (f, g),$$

where the first term $\{f, g\}$ is a Poisson bracket, while the term $(f, g)$ is a symmetric bracket, bilinear and semi-definite. The total energy is represented by a Hamiltonian $H$ which has zero symmetric bracket with any quantity (i.e. $(f, H) = 0$ for all $f$). The total entropy is mimicked by an observable $S$ that has zero Poisson bracket with any quantity (i.e. $\{f, S\} = 0$ for all $f$). Then, a free energy $F$ is defined as

$$F = H + \alpha S,$$

$\alpha$ being a coefficient that will disappear from the equations of motion, due to the suitable definition of $(f, g)$; it coincides with minus the equilibrium temperature of the system (see below in the examples). The dynamics of any $f$ reads:

$$\dot{f} = \{\{f, F\}\} = \{f, H\} + \alpha (f, S).$$

This dynamics conserves $H$ and gives a monotonically varying (increasing) $S$. Metriplectic systems admit asymptotic equilibria (due to dissipation) in correspondence to extrema of $F$.

In this paper the MF is applied to some examples of isolated dissipative systems: two “textbook” examples and, more significantly, to visco-resistant magneto-hydrodynamics (MHD).

2. Two “textbook” examples

In order to illustrate how the MF works, two simple systems are considered.

The first one is a particle of mass $m$ dragged by the conservative force of a potential $V$ throughout a viscous medium. A viscous friction force, proportional to the minus velocity of the particle via a coefficient $\lambda$, converts its kinetic energy into internal energy $U$ of the medium, with entropy $S$. The equations of motion of the system read:

$$\dot{x} = \frac{p}{m}, \quad \dot{p} = -\nabla V - \lambda \frac{p}{m}, \quad \dot{S} = \frac{2p^2}{mT}.$$
$T$ is the temperature of the medium, simply defined as the derivative of $U$ with respect to $S$. If the MB is defined as follows:

$$\dot{f} = \langle\langle f, F \rangle\rangle, \quad \langle\langle f, g \rangle\rangle = \langle f, g \rangle + \langle f, g \rangle / \psi = (x, p, S),$$

$$\langle f, g \rangle = \frac{\partial f}{\partial x} \cdot \frac{\partial g}{\partial p} - \frac{\partial f}{\partial p} \cdot \frac{\partial g}{\partial x},$$

$$\Gamma = \alpha^{-1} \begin{pmatrix} (\nabla V)^2 1_{3,3} - \nabla V \otimes \nabla V & 0 & 0 \\ 0 & \lambda T 1_{3,3} & -m^{-1} \lambda p \\ 0 & -m^{-1} \lambda p^T & \frac{\lambda p^2}{m^2} \end{pmatrix},$$

it is easy to show that these ODEs are given by the MB of $x, p$ and $S$, with a free energy $F$ constructed as:

$$F(x, p, S) = H(x, p, S) + \alpha S,$$

$$H(x, p, S) = \frac{p^2}{2m} + V(x) + U(S).$$

The matrix $\Gamma$ is semi-definite with the same sign as $\alpha$. The foregoing framework conserves $H$ and increases $S$, driving the system to the asymptotic equilibrium:

$$p_{eq} = 0, \quad \nabla V(x_{eq}) = 0, \quad T_{eq} = -\alpha.$$

At the equilibrium the point particle stops at a stationary point of $V$ once its kinetic energy has been fully dissipated into heat by friction. The second rather simple example of metriplectic system is a piston of mass $m$ and area $A$, running along a horizontal guide pushed by a spring of elastic constant $k$. It works against a viscous gas of pressure $P$ and mass $M$. The system is depicted in the following Figure.
Piston moved by the spring of elastic constant $k$ and mass $m$, working against a viscous gas of density $\rho$.

If $\ell$ is the rest-length of the spring, then the equations of motion of the system read:

$$\dot{x} = \frac{P}{m}, \quad \dot{p} = -PA - k(x - \ell) - \lambda \frac{p}{m}, \quad \dot{S} = \frac{2p^2}{m^2}.$$

These equations of motion may be obtained out of a metriplectic scheme assigned as

$$\dot{f} = \langle \{ f, F \} \rangle, \quad \langle \{ f, g \} \rangle = \{ f, g \} + \{ f, \dot{g} \} \quad I$$

$$\{ f, g \} = \frac{\partial f}{\partial \xi} \frac{\partial g}{\partial \xi} - \frac{\partial f}{\partial \xi} \frac{\partial g}{\partial \psi}, \quad \langle f, g \rangle = \Gamma^{ij} \frac{\partial f}{\partial \psi^i} \frac{\partial g}{\partial \psi^j} \quad I \quad \psi = (x, p, S),$$

$$\Gamma = \alpha^{-1} \begin{pmatrix} 0 & 0 & 0 \\ 0 & \lambda T & -m^{-1} \lambda p \\ 0 & -m^{-1} \lambda p & \frac{2p^2}{m^2} \end{pmatrix},$$

provided the following free energy is defined

$$F(x, p, S) = H(x, p, S) + \alpha S,$$

$$H(x, p, S) = \frac{p^2}{2m} + \frac{k}{2} (x - \ell)^2 + U(\rho(x), S).$$

Again, this $\Gamma$ is semi-definite with the same sign as $\alpha$. The asymptotic equilibrium of the foregoing $F$ read

$$x_{eq} = \ell - \frac{PA}{k}, \quad p_{eq} = 0, \quad T_{eq} = -\alpha$$

(the temperature $T$ is still defined as the derivative of $U$ with respect to $S$): the piston stops where the spring equilibrates the gas pressure, its kinetic energy all dissipated by friction.

3. Dissipative MHD

Dissipative MHD is expected to describe many plasma processes, wherever its fundamental hypotheses apply to a highly conductive plasma interacting with its own magnetic field [6, 7]. Ideal MHD has already been cast into Hamiltonian formalism [8], here the metriplectic extension of the Poisson algebra, and the free energy extension of the Hamiltonian, is proposed to include dissipative effects [9].
The 3D visco-resistive MHD equations read:

\[
\begin{align*}
\partial_t \mathbf{v} &= -\left(\mathbf{v} \cdot \nabla\right)\mathbf{v} - \frac{\nabla p}{\rho} - \frac{\nabla T}{2\rho} + \frac{(\mathbf{B} \cdot \nabla)\mathbf{B}}{\rho} - \nabla V_{\text{grav}} + \nabla \alpha \cdot \nabla T, \\
\partial_t \mathbf{B} &= -(\mathbf{B} \cdot \nabla)\mathbf{v} - (\nabla \cdot \mathbf{v})\mathbf{B} - (\mathbf{v} \cdot \nabla)\mathbf{B} + \mu \nabla^2 \mathbf{B}, \\
\partial_t \rho &= -\nabla \cdot (\rho \mathbf{v}), \\
\partial_t s &= -(\mathbf{v} \cdot \nabla) s + \frac{\sigma (\nabla \cdot \mathbf{v})}{\rho T} + \frac{\mu (\mathbf{B} \cdot \nabla) \mathbf{B}}{\rho T} + \frac{\kappa T^2}{\rho T}.
\end{align*}
\]

The MHD, defined on a 3D domain \( D \), with suitable boundary conditions on \( \partial D \), is a complete system described by: plasma bulk velocity \( \mathbf{v} \), magnetic induction \( \mathbf{B} \), plasma density \( \rho \) and plasma mass-specific entropy \( s \). In the foregoing field equations, \( p \) is plasma pressure, \( V_{\text{grav}} \) is an external gravitational potential; \( \sigma \) is plasma stress tensor, containing (linearly) the fluid viscosity coefficients \( \eta \) and \( \zeta \) (see below), while \( \mu \) is resistivity. \( \kappa \) is thermal conductivity, and \( T \) is temperature of the plasma. The system conserves the total energy:

\[
H = \int_D d^3x \left( \frac{\rho v^2}{2} + \frac{B^2}{2} + \rho V_{\text{grav}} + \rho U(\rho, s) \right),
\]

which is the Hamiltonian, being \( U \) the mass-specific internal energy of the plasma. In the non-dissipative limit \( \sigma = 0, \mu = 0 \) and \( \kappa = 0 \), the whole physics is given by \( H \) and the following noncanonical Poisson brackets:

\[
\{f, \ g\} = -\int_D d^3x \left( \frac{\delta f}{\delta \phi} \nabla \cdot \left( \frac{\delta \phi}{\delta \mathbf{v}} \right) + \frac{\delta f}{\delta \phi} \nabla \cdot \left( \frac{\delta \phi}{\delta \mathbf{B}} \right) + \frac{1}{\rho} \left( \nabla \times \left( \frac{\delta f}{\delta \rho} \right) \right) \times \left( \frac{\delta \phi}{\delta \mathbf{v}} \right) + \frac{1}{\rho} \left( \nabla \times \left( \frac{\delta f}{\delta \rho} \right) \right) \times \mathbf{B} \right) + \frac{\delta f}{\delta \phi} \left( \mathbf{v} \times \left( \frac{\delta \phi}{\delta \rho} \right) \right) + \frac{\delta f}{\delta \phi} \left( \frac{\delta \phi}{\delta \rho} \right) \left( \frac{\delta \phi}{\delta \mathbf{v}} \right) - \frac{\delta f}{\delta \phi} \left( \frac{\delta \phi}{\delta \mathbf{B}} \right) \nabla \cdot \left( \frac{\delta \phi}{\delta \mathbf{B}} \right)
\]

(here \( \delta f/\delta \phi \) is the Fréchet derivative of the functional \( f \) with respect to the field \( \phi \)). When dissipation is considered, the Hamiltonian must be extended to free energy adding a suitable entropic term:

\[
S[\rho, s] = \int_D \rho s d^3x, \quad \{f, S\} = 0 \quad \forall \ f = f[\mathbf{v}, \mathbf{B}, \rho, s],
\]

\[
F[\mathbf{v}, \mathbf{B}, \rho, s] = H[\mathbf{v}, \mathbf{B}, \rho, s] + \alpha S[\rho, s];
\]

the symmetric bracket to be used to form a complete MB, together with the Poisson bracket defined before, reads:
\[
(f, g) = \alpha^{-1} \int \nabla \left[ \kappa TV \left( \frac{\partial f}{\partial \rho} \right) + \frac{\partial g}{\partial \rho} \right] \cdot \nabla \left( \frac{\partial f}{\partial \rho} \right) +
\]
\[
+ \Lambda : \left[ \nabla \otimes \left( \frac{\partial f}{\partial \rho} \right) - \frac{1}{\rho \partial ^2 f} \nabla \otimes \nabla \nabla f \right] \otimes \left[ \nabla \otimes \left( \frac{\partial g}{\partial \rho} \right) - \frac{1}{\rho \partial ^2 g} \nabla \otimes \nabla g \right] +
\]
\[
+ \Theta : \left[ \nabla \otimes \frac{\partial f}{\partial B} - \frac{1}{\rho \partial ^2 f} \nabla \otimes \nabla B \right] \otimes \left[ \nabla \otimes \frac{\partial g}{\partial B} - \frac{1}{\rho \partial ^2 g} \nabla \otimes \nabla B \right].
\]

Note the strict analogy between the dissipative \( v \)-terms and \( B \)-terms, which are so alike because in the equations of motion dissipation terms appear as quadratic in the gradients of \( v \) and \( B \), respectively through the rank-4 tensors \( \Lambda \) and \( \Theta \) (quadratic dissipation, see [9]):

\[
\Lambda_{kmn} = \eta (\delta_{k \mu} \delta_{mn} + \delta_{k \nu} \delta_{mn} - \frac{1}{2} \delta_{k \mu} \delta_{mn}) + \zeta \delta_{k \mu} \delta_{mn}, \quad \sigma = \Lambda : (\nabla \otimes v),
\]
\[
\Theta_{kmn} = \mu \epsilon_{ij} \epsilon_{kmn}.
\]

Due to the symmetry properties of \( \Lambda \) and \( \Theta \), the symmetric bracket \( (f, g) \) just defined is semi-definite with the same sign of \( \sigma \); the functional gradient of \( H \) is a null mode of it. Finally, the quantities related to the space-time symmetries, generating the Galileo transformations

\[
P = \int_D \rho v d^3 x, \quad L = \int_D \rho (x \times v) d^3 x, \quad G = \int_D \rho (x - tv) d^3 x
\]

via the Poisson bracket algebra given in [8] and reported above, are conserved by the metriplectic dynamics:

\[
\dot{f} = \{ f, H[v, B, \rho, S] \} + \alpha (f, S[\rho, S]),
\]

provided suitable boundary conditions are assigned to all the fields.

In the above Eulerian description of MHD, the bracket is noncanonical, depends on \( s \), and the entropy \( S \) appears as a Casimir of the bracket which, by definition, belongs to the kernel of the co-symplectic form associated to the bracket [10], while in the “textbook” cases the Poisson bracket was canonical and was independent on the entropy-related variable \( S \).

The free energy \( F[v, B, \rho, S] \) constructed before is able to predict the asymptotic equilibrium state:

\[
v_{eq} = 0, \quad B_{eq} = 0, \quad T_{eq} = -\alpha, \quad p_{eq} + \rho_{eq} V_{grav} = \rho_{eq} (T_{eq} - U_{eq}),
\]

Such an equilibrium configuration has zero bulk velocity and magnetization, while pressure and gravity equilibrates the thermodynamic free energy of the gas.
4. Conclusions
In metriplectic formalism friction forces, acting within isolated systems, are algebrized. The dissipative terms in the equations of motion are given by a suitable symmetric, semi-definite bracket of the variables with the entropy of the degrees of freedom to which friction drains energy.

Two simple “textbook” examples are reported: the point particle moving through a viscous medium; a piston, moved by a spring against a viscous gas in a rigid cylinder. In both the examples the evolution is generated via the metriplectic bracket with the free energy $F = H + \alpha S$, where $H$ is the conserved Hamiltonian and $S$ is the monotonically growing entropy. $\alpha$ appears to coincide with the equilibrium temperature.

The same formalism is then applied to an isolated magnetized plasma, represented by the dissipative (i.e. viscous and resistive) MHD with suitable boundary conditions. A Hamiltonian scheme already exists for the non-dissipative limit; furthermore, the full MF had been introduced for the neutral fluid version. In this paper, we report the extension of the latter formalisms to include the magnetic forces and the dissipation due to Joule Effect [9]. The “macroscopic” level of plasma physics is described by the fluid variable $v$, but a “microscopic” level exists too, encoded effectively in the thermodynamical field $s$. The energy attributed to the macroscopic degrees of freedom $v$ is passed to the microscopic ones by friction, while the electric dissipation of Joule Effect consumes the energy pertaining to the magnetic degrees of freedom $B$. Notice that the metriplectic formulation for dissipative MHD that we found, does not require $\text{div}B = 0$.

Dissipative MHD is mathematically much more complicated than the two “textbook” examples, nevertheless its essence is rigorously the same: the MF algebraically generates asymptotically stable motions for closed systems. At the equilibrium, mechanical and electromagnetic energies are turned into internal energy of the microscopic degrees of freedom: the asymptotic equilibria found here for the three examples are essentially entropic deaths.

Let’s conclude with few more observations.
MF is a deterministic description, but it must be possible to obtain it as an effective representation of a scenario where the superposition of the Hamiltonian and the entropic motion mirrors the Physics of a deterministic Hamiltonian system under the action of noise [8].

The appearance of MF offers potentially great chances because it drives the algebraic Physics out of the realm of Hamiltonian systems: many interesting processes in nature (as the apparent self-organization of space physics systems [12], not to mention biological or learning processes) are not expected to be even conceptually Hamiltonian. It is very stimulating to imagine dealing with algebraic formalisms describing them. MF, however, is not able to compound such processes, because it pertains to complete, i.e. closed, systems, while the processes just mentioned take place in open ones. Adapting MF to open systems will then be a necessary step to face this challenge.
Before concluding, let’s underline again the dynamical role of entropy in MF: entropy may be interpreted as an information theory quantity [13, 14], and here we find information directly included in the algebraic dynamics. Furthermore: irreversible biophysical processes appear to have something in common with learning processes [15], i.e. processes in which the information is constructed or degraded, and having a formalism where “information” is an essential function appears to offer hopes in this branch.
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1 Introduction

Arrangement field theory is a quantum theory defined by means of probabilistic spin-networks. These are spin-networks where the existence of an edges is regulated by a quantum amplitude. AFT is a proposal for an unifying theory which joins gravity with gauge fields. See [1] and [2] for details. The unifying group is $U(6,\mathbf{H})$ for the euclidean theory ($Sp(6)$ in other notation), while it is $E6$ for the lorentzian theory. The unifying group contains three indistinguishable copies of gauge fields, mixed by gravitational field. Moreover, commutators between gravitational and gauge fields are non null and give new terms for the Einstein equations. In what follows we focus on the term which mixes gravity with electromagnetism, showing that its contribution to Einstein equations could generate antigravity. In the end we verify that new interactions don’t affect the making of nucleus and nucleons.

2 Antigravity

The term which mixes gravity with electromagnetism is given by space-time integration of the following expression:

$$
-\frac{1}{4} f^{(EM1)(EM2)} A^G_\mu A^{EM1}_\nu \left( F^{(EM2)\mu\nu} + \alpha f^{(EM3)(EM1)(EM2)} A^{EM3\mu} A^{EM1\nu} \right)
$$

(1)

Remember that AFT includes three indistinguishable electro-magnetic fields, with non-trivial commutators. In this way $A^G$ is the gravitational gauge field, $A^{EMn}$ is the n-th electromagnetic field and $\alpha$ is the fine structure constant. In the realistic case of null torsion, the gravitational gauge field can be rewritten in function of the tetrad field:

$$
A^G_{\mu bc} = \frac{1}{2} e^{\nu[b} \partial_{[\mu} e^c_{\nu]} + \frac{1}{4} e_{\mu d} e^{\nu b} e^{\sigma c} \partial_{[\nu} e^d_{\mu]}$


From now we take a low energy limit so defined: \( e_{ii} = 1 \) with \( i = 1, 2, 3 \), \( e_{00} = \theta(x) \) and \( \partial_0 \theta(x) = 0 \). Varying with respect to \( e \) we obtain:

\[
\frac{\delta A_\mu^{(G)bc}}{\partial e^i_\tau} = \frac{1}{2} e^{\nu[b} \delta^{c]}_\mu \delta^{\tau}_\nu \partial_\mu + \frac{1}{4} e_{\mu a} e^{rb} e^{\sigma c} \delta^{\tau}_\nu \partial_\sigma
\]

\[
\frac{\delta A_\mu^{(G)bc}}{\partial g_{0\tau}} = 2 e^{\omega[s} \delta^{c]}_\mu \delta^{\tau}_\nu \partial_\mu + \frac{1}{2} \delta^{\omega}_\mu e^{rb} e^{\sigma c} \delta^{\tau}_\nu \partial_\sigma
\]

The component with \( c = \omega = \tau = 0 \) and \( b \neq 0 \) results:

\[
\frac{\delta A_0^{(G)b0}}{\partial g_{00}} = -\theta^{-1} \delta^0_\mu \partial_b - \frac{1}{2} \theta^{-1} \delta^0_\mu \partial_b - \frac{3}{2} \theta^0_\mu \partial_b
\]

\[
A^{(EM)} \rho A^{(EM)} \rho A^{(EM)} \rho A^{(EM)} \rho \frac{\delta A_\mu^{(G)b0}}{\partial g_{00}} = \frac{3}{2} \theta_b A^{(EM)b0} A^{(EM)} \rho A^{(EM)} \rho
\]

The minus sign has disappeared because we have reversed the derivative. The quartic term in (1) becomes:

\[-\frac{\alpha}{4} f^b \frac{3}{2} \partial_b A^{(EM)b0} A^{(EM)} \rho A^{(EM)} \rho = -\partial_b f^b \frac{3\alpha}{8\theta} V(\theta^2 V^2 - A^2)\]

\[
f^b = \sum_{cade} f^{(bo)ca} f^{dea} \approx 4 \frac{x^b}{r}
\]

Here we have indicated with \( V \) the electric potential and with \( A \) the magnetic vector potential. The sum inside \( f \) is over the three electromagnetic fields.

It’s so clear that varying the complete action with respect to \( g_{\mu\nu} \) we obtain a new term for Einstein equations. In the Newtonian limit we can substitute \( g_{00} = -(1 - 2\phi) \) and \( R_{00} - (1/2)R g_{00} = \nabla^2 \phi \) where \( \phi \) is the newtonian potential. Hence:

\[
2\nabla^2 \phi \approx 8\pi T^{00} = 8\pi \frac{-2}{\sqrt{-g}} \frac{\delta \sqrt{-g} L_{\text{mat}}}{L_{\text{mat}}} \approx \partial_b \frac{x^b}{r} 24 \pi \alpha V(\theta V^2 - \theta^{-1} A^2)
\]
For radial potential we have

$$\partial_b \phi = \frac{x^b}{r} \partial_r \phi.$$  

In such case

$$C_G = \partial_r \phi \approx 12\pi \alpha V(\theta V^2 - \theta^{-1} A^2).$$  

Now we insert the appropriate universal constants and approximate $\theta$ with 1:

$$C_G \approx 12\pi \alpha \left( \frac{G \varepsilon_0}{c^4 L_p} \right)^{3/2} V (V^2 - c^2 A^2) = kV(V^2 - c^2 A^2)$$  

(3)

Here $L_p$ is the Planck length, equal to $\sqrt{\hbar G/c^3}$. The multiplicative constant is

$$k = \frac{12\pi}{137} \cdot \frac{(6.67 \cdot 10^{-11} \cdot 8.85 \cdot 10^{-12})^{3/2}}{(3 \cdot 10^8)^4 \cdot (1, 62 \cdot 10^{-35})} = 30,27 \cdot 10^{-33} \left( \frac{C^3 s^4}{K g^3 m^5} \right).$$

This means that for having a weight variation (on Earth) of about 10% ($\Delta C_G = 1$) we need an electrical potential of $10^{11}$ Volts. These are 100 billions of Volts. For $V = Q/r$ and $A = 0$ we have:

$$C_G = \frac{k}{(4\pi \varepsilon_0)^3} \cdot \frac{Q^3}{r^3} = 2,198 \cdot 10^{-2} \left( \frac{m^4}{s^2 C^3} \right) \frac{Q^3}{r^3}$$

Note that the sign of $C_G$ is the sign of $Q$ and then we obtain antigravity for negative $Q$. We associate to this interaction an equivalent mass $m$, substituting $C_G = Gm/r^2$. We have

$$m = \frac{k}{G} V^3 c^2 = \frac{k}{G(4\pi \varepsilon_0)^3} \cdot \frac{Q^3}{r} = 3,293 \cdot 10^8 \left( \frac{K g m}{C^3} \right) \frac{Q^3}{r}$$

which is a negative mass for negative $Q$. Negative mass implies negative energy via the relation $E = mc^2$. Intuitively, if we search a similar relation for gravi-magnetic field (which is $\nabla \times (g^{0i})$, $i = 1, 2, 3$), we should find the same formula (3) with an exchange between $V$ and $cA$. 


We calculate now at what distance the gravitational attraction between two protons is equal to their electromagnetic repulsion.

\[
\frac{Gm^2}{r^2} = \frac{k^2}{G^2(4\pi\varepsilon_0)^6} \frac{Q_p^6}{r^4} = \frac{1}{4\pi\varepsilon_0} \frac{Q_p^2}{r^2}
\]

\[
\frac{k^2Q_p^4}{G^2(4\pi\varepsilon_0)^5} = r^2
\]

\[\Rightarrow r^2 = 79.49 \cdot 10^{-70}m^2 \Rightarrow r = 8.916 \cdot 10^{-35}m = 5.516 L_p\]

Note that we are 20 orders of magnitude under the range of strong force and 23 orders of magnitude under the range of weak force. In this way the gravitational force doesn’t affect the making of nucleus and nucleons.

3 Conclusion

We have seen that a potential of $10^{11}$ Volts can induce relevant gravitational effects. They are too many for notice variations in the experiments with particles accelerators. However they sit at the border of our technological capabilities. The possibility to rule gravitation is very attractive and constitutes a good reason for try experiments with high electric potentials. Such experiments can be connected to the work of Nikola Tesla and can also be a good test for the arrangement field theory.
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Abstract: Some new concepts on the perception of physical existences, based on new interpretations of quantum mechanical wave functions are presented. These new concepts remove the earlier imbalance in the notion towards the physical existences. A new understanding about Gravity is also presented. This understanding explains why gravity does not have a force-carrying particle. These concepts also lead to decipher the cosmological concepts, dark matter and dark energy. Further, it is found that time can exist even before the “big bang”.

Preface

It is true that the existence of the physical universe is real. If asked whether the existence of the physical universe is positive, negative or both, one may reply that it is positive. However, every physical existence in the universe is composed of two components, of which one is a positive existence and the other is a negative existence. This may sound startling. However, after reading the reasoning discussed below, one may get convinced. Moreover, this understanding leads to a clue on the cosmological observations, dark matter and dark energy.

One interprets negative quantities mostly in a simple sense. For example, by declaring a distance to be negative, one means that its direction is opposite to that of a distance that is taken to be positive. There is nothing fundamentally different between these positive and negative distances. Similarly, a negative time would mean the past with reference to a point of time, if positive time means future. Arithmetic sum of these positive and negative quantities simply means a shift in the corresponding ray of distance, time or any other quantity concerned. This indicates the obsession with existence that it is eternal and concrete while its origin is not understood. One normally takes the existence of everything physical, for granted, to be positive. There is a problem in this assumption. If the physical existences are positive, where did they come from? If they came from nothing, what happen to the conservation? This is an imbalance or asymmetry in the common notion of existence. I present my solution to this problem, below.

The norm of a complex quantity, x + iy is represented as x² + y². The square of real part is x² and the square of imaginary part is (iy)² = -y². However, we expect something 'positive definite' as the norm of
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the complex quantity. The definition of the norm as the product of itself with its complex conjugate satisfies this expectation. This change of the sign of the square of the imaginary part in the norm is factitious in the case of quantum wave functions and it conceals many facts.

Quantum Wave Functions

The norm of a wave function represents the probability of existence of the system that it represents. However, why should the norm be obtained by the combination of the absolute squares of the real and imaginary parts? I posit that the squares of the two parts should be considered separately to interpret the existences and that the two parts describe independently, the existences of two components of the system that the wave function represents. The squares of the real and imaginary parts are positive and negative respectively. This means that the existences that they represent are positive and negative existences. Positive and negative existences mean that they are opposite to each other in all aspects, like the mass, space, charge etc attributed to them. This concept should be understood carefully. This is very fundamental to the other discussions in the article. One would commonly think of positive existence as a normal existence and a negative existence as something weird. However, a new picture is presented here. According to this, both the existences are equivalent, however, not the same; neither of these two existences is more privileged by any means than the other is. From the concepts introduced here, one cannot identify any priority given to either of the existences. Any privilege identified with the positive existence could be because of a biased thought. In fact, the two existences are similar. One does not have to attribute the positive existence that is mentioned here to some normal existence and the negative existence that is mentioned here to something imaginary. Both are equivalent. In other words, the existences are bipolar and the two polarities of existences are equivalent, in contrast to the conventional notion of mono-polar existences. The advantages exclusive to this bipolar-existence interpretation are discussed next.

Merits of the interpretation

There are many advantages from this interpretation, some of which are discussed in the following.

Understanding spin

The conventional interpretation says that spin is an intrinsic property of elementary particles [1], which comes as an outcome of quantum mechanical analysis. However, it does not give any physical interpretation for spin and warns that one cannot imagine spin as the revolution of elementary particle. Neither is it advocated here, to interpret it so. A new interpretation is presented here that according to the bipolar-existence picture, the spin is the time dependent cycling between the two polarities of the existence-states. This interpretation also leads to an interesting interpretation of time that is discussed later in the article. The spin of, say, an s-electron is the time dependent cycling of its existence-states with a period of \( \pi/\omega \). In general, if \( \psi(r, t) \) is the wave function of a particle spinning in a particular
direction, then, \( \psi(r, t) \exp(i \pi/2) \) is the wave function of an identical particle spinning in the opposite direction. Illustration 1 shows the different stages of two s-electrons spinning in opposite directions. The two colors, light blue and orange represent the two existence-states. The gradual change of colors in the illustration represents the gradual transformation of the states from purely positive to purely negative state and vice versa, the intermediate ones being mixtures of both states. It is to be remembered that either of the two existences can be taken as either positive or negative; there is no preference for one polarity over the other. Thus, a negative mass, for example, is present all over the universe, in contrast to the normal anticipation that it could be in some remote space. In fact, there is no preference in any respect, including the abundance, for positive or negative existence over the other. Both are equivalently present.

The old interpretation of wave functions allows the arithmetic summation of the squares of the two parts of the wave function, of course, after making both as positive. As a result, we get monotonously time independent pictures of, for example, the s-orbitals and p-orbitals as static, spherical and ring-like shells. On the other hand, since we deal the two parts separately in the bipolar picture presented here, we are able to see the dynamism called as spin.

**Angular motion of electrons in atoms**

Similar interpretation on a p-electron with a non-zero value for the quantum number 'm' gives rise to a more interesting scene. The electron in an atom, with a non-zero value for 'm' has a magnetic moment as if it has an angular motion. However, our old quantum mechanical interpretations impose that orbital motion also, like the spin, is an inherent property of the electron, nothing is moving in the classical sense and one should not interpret an angular motion of the electron. However, one logically expects an angular motion since the electron is having a magnetic moment. According to the bipolar interpretation, the angular motion is evident, as shown by the factors \( \cos^2(m\phi+\omega t) \) and \( -\sin^2(m\phi+\omega t) \) in the squares of the real and imaginary parts of the wave function of a p-electron. Illustration 2 shows a few stages of two p-electrons spinning in opposite directions and revolving in the same direction because of the same 'm' value. The revolution appears to be a consequential effect of spinning.
From this simple case, where the spin of a p-electron manifests as a physical motion, I deduce that all the physical motions including macroscopic motions are the results of coordinated spins (polarity transformations) of all the particles involved in that motion.

In the old picture, where the norm is taken as the product of the wave function with its complex conjugate, these factors are summed up with suitable change of sign to get unity independent of time and hence, these physical interpretations are missed.

Pauli Exclusion Principle

According to the bipolar-existence picture, an electron is always in a state that is a combination of the two mutually opposite existence-states. Whatever the state this electron is in, the state complementary to it is available for another identical electron to occupy. However, its own state cannot be occupied by the second electron. This understanding provides the insight into the Pauli Exclusion Principle, which states that no two identical fermions can occupy the same quantum state simultaneously.

The compliance of this picture with the more rigorous statement of the Pauli exclusion principle that the total of the wave functions of two identical fermions is anti-symmetric with respect to the exchange of the particles, can be verified as follows. According to the bipolar-existence, the flip of spin is achieved by multiplying the wave function by the phase factor exp(iπ/2). The exchange of particles in Pauli Exclusion Principle involves flipping of the spins of the two particles considered. This dual flipping amounts to multiplying the wave function by the factor exp(iπ). Multiplying by exp(iπ) causes rotation of the wave function in the complex plane through π, which means that the resulting wave function is anti-symmetric with respect to the original function. Thus, the bipolar-existence picture and the Pauli Exclusion Principle comply with each other.
Source of the creations

There are both physical and subtle creations in the world. Physical matter is an example of physical existence. Mind is an example of subtle existence. Creation of physical existence is discussed in this article. Is the source of all creations some 'nothing'? How can the source of the universe be nothing while something from nothing means violation of conservation? **I propose that the source of all creations is a subtle thing, it contains all the creations within it in a subtle form and all the physical creations are brought in to physical existence from this subtle source during the time of creation.** This subtle source is found to correspond to the 'Mayai' or Maya described in Indian scripture. My interpretation of wave functions discussed above avoids the violation of conservation during creation, since it tells that every physical creation is composed of two mutually opposite existences. These two opposite existences together can be assumed to amount to null since their polarities are opposite. **However, these two opposite existences are REAL although their source of creation is subtle.** This idea is discussed, next.

The origin of universe

Before “the big bang”, there was no space, mass etc, in short, no physical universe. However, the subtle source always exists. The 'big bang' marks the start of creation from the subtle source. The subtle source 'does not have' any physical dimension since these dimensions are the properties of its creations. **The subtle source gives birth to space, particles (mass charge, etc), etc. and exists with the creations.** This means that the subtle source is spreading with the creations created from it. This can be visualized as analogous to expanding water gel crystals. This is not an exact analogy since the crystal has some initial physical dimensions. There is a speck of subtle source at the center of every physical particle or a region of space created from it. The order of creation may be that the subtle source gives birth to space first and then the other creations since all other physical creations have to be held in the space created. This order of creation is described in the Indian scripture.

Here, we have to remember that each of these creations is constituted by the two mutually opposite components of existences as discussed above. Thus, the creation maintains conservation. If the wave function of a created particle is \( x(r, t) + iy(r, t) \), then \( x^2(r, t) \) represents one existence-state of the particle and \( -y^2(r, t) \) represents the other existence-state of the particle. However, these two terms should not be simply summed together, since it means counteracting the creation with a result that the particle's very existence grows and vanishes with time. The conventional interpretation does sum up the two terms, however by changing the sign of the second term, to get a positive definite quantity. Because of this, we get a function for existence that may be dependent on space and monotonously independent of time. It preserves the 'reality of existence', however, monotonously. However, it fails in explaining the conservation during the creation of everything. The bipolar interpretation also preserves the reality of existence, however, in a dynamic manner that it provides an insight into what spin is, which consequently demonstrates orbital revolution.
Thus, the conventional interpretation does well as long as the reality of existences is concerned without concerning the origin of the existences since it deals with both the polarities of the existences not only equivalently but also as one and the same. However, the new bipolar-existence interpretation is necessary to demystify the concepts like conservation during creation, quantum spin and more aspects to be discussed further.

Creation of time

The spinning of a particle is defined above as its transformation between its two states of existences. At a given time, the transformations of existence-states of two particles spinning in opposite directions, are opposite in direction. However, the only difference between them is in a shift in time by $\pi/(2\omega)$. The existence-states and the transformation of existence-states of two similar particles spinning in opposite directions, one considered at time $t$ and the other considered at time $t + \pi/(2\omega)$ are the same. Then, what is unique about a particular direction of spin? Since the difference between the two transformations corresponding to the two directions of spins is in time, the time at which a transformation happens has to be unique. From this requirement and the requirement for the conservation during the creation of all physical quantities, I understand that time also, being a creation, has two mutually opposite existence-states. With this understanding about the time, the uniqueness of the direction of spin of other creations becomes evident. The transformations of existence-states of all other physical creations are 'synchronized with' or 'rooted at' the transformation of existence-states of time. The direction of the spin of a particle means the similarity or dissimilarity between the directions of transformation of its existence-states and the direction of transformation of existence-state of time. In the first instance, this disparity, between the two directions of spins with respect to the direction of transformation of time, may appear to contradict my earlier proclamation that the two existence-states are very similar. However, this is not a contradiction since we have the freedom to consider the polarity of either of the existence-states of time as either positive or negative so that either of the spins can be viewed to be similar or dissimilar with respect to the spin of time. This brings back the equal stature between the two spins as well as the existence-states.

From these discussions, it follows that time is a creation that is connected with all the instances of all other physical creations like space, mass etc, whereas each instance of those other creations (space etc) are individualistic, being connected with their corresponding quantum of subtle source. This indicates that the subtle source of time is something different from and subtler than the subtle source of the other physical creations. Time, being common to all other creations and having a subtler source of creation, time can exist before the “big bang” that marks the start of this universe. Hence, time is the first creation and the subtle source of time should be subtler than the subtle source from which the other physical existences are created. Thus, time is always ticking.

This picture of time resembles the clock pulse in a digital computer. In a digital computer, an event/command is executed in synchronization with every clock pulse. Similarly, in Nature, in synchronization with every spin of time, the other creations spin. Recall the hypothesis from the section,
'Angular motion of electrons in atoms' above, that spin is the fundamental entity responsible for the dynamics that are also more complex than the angular revolution of an electron.

The fact that time, being a single entity, shows different periods of its spin to the spins of different other existences, appears to imply some theory of relativity, probably the existing theories of relativity. This also indicates the subtlety of time and the inadequacy in our understanding about time.

**Gravity**
Gravity, according to me, is the force of attraction between the specks of subtle source and hence it is 'within the subtle source'. Hence, out of the four fundamental forces, gravity does not need a created particle to act as a carrier of force. Newton stated that the gravitational force exists between instances of physical mass. However, I infer that the gravitational force exists between the instances of subtle source (specks or quanta of subtle source). Is there any verification that gravitation is the force of attraction rather between the specks of subtle source from which physical creations are created than between the instances of mass that are creations? Yes, this can be verified by understanding the existence of "Dark matter".

**Dark Matter**
Observational cosmologists have discovered Dark matter by the gravitational force that they exert [2], [3], [4] in the absence of any luminous matter (mass) at places where dark matter is envisaged.

**The hypothesis**
My hypothesis on gravitation agrees with Newton’s law of gravitation in the sense that every physical mass also has its subtle source with it. However, the latter is a special case of the former. The regions of space in the cosmos devoid of physical mass also have their portions of subtle source and hence should exert gravity, according to my hypothesis. This gravity is observed as caused by some matter called as 'dark matter'. According to the hypothesis, dark matter is just space and the gravitation observed is caused by the subtle source of that space. If this explanation is true, they need not be called as dark matter anymore since they are just the space. Cosmologists have mapped the distribution of dark matter. This actually could be the distribution of space in the physical universe.

**Mass-Energy conversion**
Creation of mass from energy or energy from mass in mass-energy conversion events is not equivalent to the creation of mass and energy from the subtle source. The latter is the real creation while the former are transformations within the creations. However, subtle source also plays a role in the mass –
energy conversions. The hypothesis proposed is that when a gamma ray photon of sufficient energy intercepts a quantum of subtle source (for example, at the center of an atom), a particle-antiparticle pair is produced. Thus, subtle source transform energy into mass in addition to giving birth to both of them. By this way, pair production can happen even in 'empty' space since empty space also has its subtle source with it, which we have called as dark matter! The experimental observation of these 'antiparticles' as originating from cosmic space can be an experimental verification of this hypothesis.

**Conservation between source and creation**
Can there be conservation between the subtle source and the creation? The 'dark matter effect' of the subtle source indicates that there could be some sort of conservation between a speck or quantum of subtle source and the creation from it. The indication is by the following observation.

The local dark matter density in the milky way galaxy (the density of subtle source giving birth to only space) is estimated\(^5\) to be less than the physical matter density (the density of subtle source giving birth to physical matter, probably in addition to space) by more than 20 orders of magnitude. This indicates that the source gives birth to more space when giving birth to only space than when giving birth to other creations, probably in addition to space. In other words, subtle source density is more with physical matter than with 'empty' space. This amounts to an inference that there could be conservation between the subtle source and its creations.

**Curvature of space**
It is interesting to conceive the curvature of space from this picture. Each physical entity like a particle and a quantum of space has its existence radiating out from the corresponding quantum of subtle source located at its center. Moreover, the quanta of subtle source maintain the link among them, gravity being the force of attraction between them. Since the density of subtle source, as discussed previously, is orders of magnitude higher in celestial objects like planets and stars than in the space between them, we observe the space curving towards these celestial objects.

**Interweave between source and creation**
How are the subtle source and its creations interwoven with each other? If the source also exists with the creation, how is the infusion between the source and the creations? Various possibilities are assumed:

1. There is no infusion between the source and the creations. The quantum of source remains as an ideal point without occupying the space created from it.
2. The source evenly infuses with the creation.
3. The source has a graded infusion with the creation. This is a core-shell model. This can be visualized for an atomic system by comparing with the planetary system. Because of the finite mass of the sun and the consequent pull by the orbiting planets, the sun as well as the planets can be modeled to be orbiting in spheroidal shells, the result being that the motion of planets relative to the sun is elliptical as in a spirograph. An atom can also be expected to have similar spheroidal shells for the nucleus and the electrons. The intensities of these atomic shells would be vanishing gradually towards the core as well as outwards. We could observe this if we solve the hydrogen atom problem as a literally two-body problem without invoking the reduced-mass concept that reduces the problem to a one-body problem. We can expect the subtle source to occupy this central core of these shells in an atom with its intensity complementing the intensity of the creation (the nucleus and electrons).

Cold fusion

The third model above proposes a model for the cold fusion [6]. When two atoms come so close that there is a critical overlap between the intensities of the subtle sources of the two nuclei, the sources coalesce leading to the 'cold fusion'. The dimensions of this core-shell model can be computed and the corresponding 'active-surface' potentials that can facilitate this mutual approach of nuclei causing the LENR (Low Energy Nuclear Reactions) [7] can be studied.

Dark Energy

The expansion of universe had been earlier understood to be simply inertial [8]. Recently, it is observed that the rate of expansion of the universe is increasing [2], [9]. Physicists, generally, imagine a physical energy causing this acceleration of expansion of the universe. Since the source of this energy is not known, it is called as 'dark energy'.

The interpretation

Many natural laws have been discovered so far. These are the laws created with the physical universe and for the physical universe. However, these laws do not bind why and how the physical universe and these laws themselves were created.

Let us consider the creation that started with the 'big bang'. Is it still continuing? The observed accelerated expansion of the universe suggests that the creation of space is continuing at this accelerated pace. Thus, this is not a form of physical energy, contrary to the common belief. It is the 'energy' of creation. Our science deals only with the created physical universe. The act of creation is beyond the physical laws since those laws are also amongst those created. Hence, it is not necessary to consider 'dark energy' as a physical energy.
Conclusions
A new interpretation of the quantum mechanical wave functions is proposed. This new interpretation leads to a new interpretation of the spin of elementary particles. This also enables one to 'observe' orbital motion of electrons in atoms and proposes that spin is the base event of any more complex dynamics too. Consequent to this interpretation, the concept of subtle source is introduced, which is the source for the creation of the universe. This leads to the new definition of Gravity and explains why gravity does not require a force-carrying particle. This also deciphers the problem of dark matter. This analysis suggests that time is created before the other physical existences were created. The problem of dark energy associated with the accelerated expansion of the universe is deciphered by discerning the physical laws from laws of creation.
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Abstract

Concerning bivariate least squares linear regression, the classical results obtained for extreme structural models in earlier attempts [14, 10] are reviewed using a new formalism in terms of deviation (matrix) traces which, for homoscedastic data, reduce to usual quantities leaving aside an unessential (but dimensional) multiplicative factor.

Within the framework of classical error models, the dependent variable relates to the independent variable according to a variant of the usual additive model. The classes of linear models considered are regression lines in the limit of uncorrelated errors in $X$ and in $Y$. The following models are considered in detail: (Y) errors in $X$ negligible (ideally null) with respect to errors in $Y$; (X) errors in $Y$ negligible (ideally null) with respect to errors in $X$; (C) oblique regression; (O) orthogonal regression; (R) reduced major-axis regression; (B) bisector regression. For homoscedastic data, the results are taken from earlier attempts and rewritten using a more compact notation. For heteroscedastic data, the results are inferred from a procedure related to functional models [23, 7]. An example of astronomical application is considered, concerning the $[O/H]-[Fe/H]$ empirical relations deduced from five samples related to different stars and/or different methods of oxygen abundance determination. For low-dispersion samples and assigned methods, different regression models yield results which are
in agreement within the errors (\(\pm \sigma\)) for both heteroscedastic and homoscedastic data, while the contrary holds for large-dispersion samples. In any case, samples related to different methods produce discrepant results, due to the presence of (still undetected) systematic errors, which implies no definitive statement can be made at present. Asymptotic expressions approximate regression line slope and intercept variance estimators, for normal residuals, to a better extent with respect to earlier attempts. Related fractional discrepancies are not exceeding a few percent for low-dispersion data, which grows up to about 10% for large-dispersion data. An extension of the formalism to generic structural models is left to further investigation.

keywords: bivariate regression; linear regression; least squares regression;

1 Introduction

Linear regression is a fundamental and frequently used statistical tool in almost all branches of science, among which astronomy. The related problem is twofold: regression line slope and intercept estimators are expressed involving minimizing or maximizing some function of the data; on the other hand, regression line slope and intercept variance estimators are expressed requiring knowledge of the error distributions of the data. The complexity mainly arises from the occurrence of intrinsic dispersion in addition to the dispersion related to the measurement processes (hereafter quoted as instrumental dispersion), where the distribution corresponding to the former can be different from the distribution corresponding to the latter i.e. non Gaussian (non normal).

In statistics, problems where the true points have fixed but unknown coordinates are called functional regression models, while problems where the true points have random (i.e. obeying their own intrinsic distribution) and unknown coordinates are called structural regression models. Accordingly, functional regression models may be conceived as structural regression models where the intrinsic dispersion is negligible (ideally null) with respect to the instrumental dispersion. Conversely, structural regression models where the instrumental dispersion is negligible (ideally null) with respect to the intrinsic dispersion, can be defined as extreme structural models [7]. A distinction between functional and structural modelling is currently preferred, where the former can be affected by intrinsic scatter but with no or only min-
imal assumptions on related distributions, while the latter implies (usually parametric) models are placed on the above mentioned distributions. For further details refer to specific textbooks e.g., [8] Chap. 2, §2.1. In addition, models where the instrumental dispersion is the same from point to point for each variable, are called homoscedastic models, while models where the instrumental dispersion is (in general) different from point to point, are called heteroscedastic models. Similarly, related data are denoted as homoscedastic and heteroscedastic, respectively.

In general, problems where the true points lie precisely on an expected line relate to functional regression models, while problems where the true points are (intrinsically) scattered about an expected line relate to structural regression models [10, 11].

Bivariate least squares linear regression related to heteroscedastic functional models with uncorrelated and correlated errors, following Gaussian distributions, were analysed and formulated in two classical papers [23, 25], where regression line slope and intercept variance estimators are determined using the method of partial differentiation [25]. On the contrary, the method of moments estimator is used to this aim in later attempts e.g., [12] Chap. 1, §1.3.2, Eq. (1.3.7), [10].

Bivariate least squares linear regression related to extreme structural models, where the instrumental dispersion is negligible (ideally null) with respect to intrinsic dispersion, was exhaustively treated in two classical papers [14, 10] and extended to generic structural models in a later attempt [1].

The above mentioned papers provide the simplest description of linear regression. In reality, biases and additional effects must be taken into consideration, which implies much more complicated description and formulation, as it can be seen in specific monographies e.g., [12, 8, 4]. Restricting to the astronomical literature, a recent investigation [15] is particularly relevant in that it is the first example (in the field under discussion) where linear regression is considered following the modern (since about half a century ago) approach based on likelihoods rather than the old (up to about a century ago) least-squares approach. More specifically, a hierarchical measurement model is set up therein, the complicated likelihood is written down, and a variety of minimum least-squares and Bayesian solutions are shown, which can treat functional, structural, multivariate, truncated and censored measurement error regression problems.

Even in dealing with the simplest homoscedastic (or heteroscedastic) func-
tional and structural models, still no unified analytic formalism has been developed (to the knowledge of the author) where (i) structural heteroscedastic models with instrumental and intrinsic dispersion of comparable order in both variables, are considered; (ii) previous results are recovered in the limit of dominant instrumental dispersion; and (iii) previous results are recovered in the limit of dominant intrinsic dispersion. A related formulation may be useful also for computational methods, in the sense that both the general case and limiting situations can be described by a single numerical code.

A first step towards a unified analytic formalism of bivariate least squares linear regression involving functional models was performed in an earlier attempt [7], where the least-squares approach developed in two classical papers [23, 25] was reviewed and reformulated by definition and use of deviation (matrix) traces. The current investigation aims at making a second step along the same direction, in dealing with extreme structural models.

More specifically, the results found in two classical papers [14, 10] shall be reformulated in terms of deviation traces for homoscedastic models, and extended to the general case of heteroscedastic models by analogy with their counterparts related to functional models, within the framework of classical error models where the dependent variable relates to the independent variable according to a variant of the classical additive error model.

In this view, homoscedastic structural models are conceived as models where both the instrumental and the intrinsic dispersion are the same from point to point. Conversely, models where the instrumental and/or the intrinsic dispersion are (in general) different from point to point, are conceived as heteroscedastic structural models.

Regression line slope and intercept estimators, and related variance estimators, are expressed in terms of deviation traces for different homoscedastic models [14, 10] in section 2, where an extension to corresponding heteroscedastic models is also performed, and both normal and non normal residuals are considered. An example of astronomical application is outlined in section 3. The discussion is presented in section 4. Finally, the conclusion is shown in section 5. Some points are developed with more detail in the Appendix. An extension of the formalism to generic structural models is left to further investigation.
2 Least-squares fitting of a straight line

2.1 General considerations

Attention shall be restricted to the classical problem of least-squares fitting of a straight line, where both variables are measured with errors. Without loss of generality, structural models can be conceived as related to an ideal situation where the variables obey a linear relation\(^1\), as:

\[ y_i^* = ax_i^* + b \quad ; \quad 1 \leq i \leq n \quad ; \]

in connection with true points, \( P_i^* \equiv (x_i^*, y_i^*) \), \( 1 \leq i \leq n \). The occurrence of random (measure independent) processes makes true points shift outside or along the ideal straight line, inferred from Eq. (1), towards actual points, \( P_{Si} \equiv (x_{Si}, y_{Si}) \). The occurrence of measurement processes makes the actual points shift towards the observed points, \( P_i \equiv (X_i, Y_i) \).

In this view, the least squares fitting of a straight line is conceptually similar for functional (in absence of intrinsic scatter) and structural (in presence of intrinsic scatter) models: “What is the best line fitting to a sample of observed points, \( P_i \), \( 1 \leq i \leq n \)”? It is worth noticing the correspondence between true points, \( P_i^* \), and observed points, \( P_i \), is not one-to-one unless it is assumed all points are shifted along the same direction. More specifically, two observed points, \( P_i, P_j \), with equal coordinates, \( (X_i, Y_i) = (X_j, Y_j) \), relate to true points, \( P_i^*, P_j^* \), with (in general) different coordinates, \( (x_i^*, y_i^*) \neq (x_j^*, y_j^*) \), both in presence and in absence of intrinsic scatter. The least-square estimator and the loss function have the same formal expression for functional and structural models, but in the latter case the “statistical distances” e.g., 12 Chap. 1, §1.3.3, depend on the total (instrumental + intrinsic) scatter.

The observed points and the actual points are related as:

\[ Z_i = Z_{Si} + (\xi_{Fi})_i \quad ; \quad Z = X, Y \quad ; \quad z = x, y \quad ; \quad 1 \leq i \leq n \quad ; \]

where \( (\xi_{Fx})_i, (\xi_{Fu})_i \), are the instrumental (i.e. due to the instrumental scatter) errors on \( x_{Si}, y_{Si} \), respectively, assumed to obey Gaussian distributions with null expectation values and known variances, \( [\sigma_{xx}]_i, [\sigma_{yy}]_i \), and covariance, \( [\sigma_{xy}]_F \).

\(^1\)The Italian convention shall be adopted here, according to which the slope and the intercept of a straight line on the Cartesian plane, are denoted as \( a, b \), respectively.
The actual points and the true points on the ideal straight line are related as:

\[ z_{Si} = z_i^* + (\xi_S)_i ; \quad z = x, y ; \quad 1 \leq i \leq n ; \]  

where \((\xi_S)_i, (\xi_S)_i, \) are the intrinsic (i.e. due to the intrinsic scatter) errors on \(x_i^*, y_i^*, \) respectively, assumed to obey specified distributions with null expectation values and finite variances, \([\sigma_{xx}]_i, [\sigma_{yy}]_i, \) and covariance, \(\langle \sigma_{xy} \rangle_i.\)

The observed points and the true points on the ideal straight line are related as:

\[ Z_i = z_i^* + \xi_z ; \quad Z = X, Y ; \quad z = x, y ; \quad 1 \leq i \leq n ; \]  

where the (instrumental + intrinsic) errors, \(\xi_z, \xi_u, \) are defined as:

\[ \xi_z_i = (\xi_F)_i + (\xi_S)_i ; \quad z = x, y ; \quad 1 \leq i \leq n ; \]  

which obey specified distributions with null expectation values and finite variances, \((\sigma_{xx})_i, (\sigma_{yy})_i, \) and covariance, \((\sigma_{xy})_i.\) The further restriction that \((\xi_F)_i, (\xi_S)_i, z = x, y, 1 \leq i \leq n, \) are independent, implies the relation \[1\]:

\[ (\sigma_{zz})_i = [\langle \sigma_{zz} \rangle_F + [\langle \sigma_{zz} \rangle_S_i] ; \quad (\sigma_{xy})_i = [\langle \sigma_{xy} \rangle_F + [\langle \sigma_{xy} \rangle_S_i] ; \]  

where the intrinsic covariance matrixes are unknown and must be assigned or estimated, which will be supposed in the following.

Then the error model is defined by Eqs.\(1\)-\(6\), where both instrumental errors, \((\xi_F)_i, \) and intrinsic errors, \((\xi_S)_i, \) are assumed to be independent of true values, \(z_i^*, \) for given instrumental covariance matrix, \(\Sigma_F = $\[5\] \), intrinsic covariance matrix, \(\Sigma_S = $\[5\] \), respectively, and (total) covariance matrix, \(\Sigma_i = $\[5\] \), hence \(\Sigma_i = (\Sigma_F)_i + (\Sigma_S)_i, 1 \leq i \leq n.\) It may be considered as a variant of the classical additive error model e.g., \[1\], \[8\] Chap.\,1, \S1.2, Chap.\,3, \S3.2.1, \[15\], \[16\], \[4\] Chap.\,4, \S4.3.

In the case under discussion, the regression estimator minimizes the loss function, defined as the sum (over the \(n\) observations) of squared residuals e.g., \[25\], or statistical distances of the observed points, \(\mathbf{P}_i = (X_i, Y_i), \) from the estimated line in the unknown parameters, \(a, b, x_1, ..., x_n, \) e.g., \[12\] Chap.\,1, \S1.3.3. Under restrictive assumptions, the regression estimator is the functional maximum likelihood estimator e.g., \[8\] Chap.\,3, \S3.4.2.
The coordinates, \((x_i, y_i)\), may be conceived as the adjusted values of related observations, \((X_i, Y_i)\), on the estimated regression line [23, 25] and, in addition, as estimators of the coordinates, \((x^*_i, y^*_i)\), on the true regression line i.e. the ideal straight line. The line of adjustment, \(\overline{P}_i\overline{P}_i^*\) e.g., [25], may be conceived as an estimator of the statistical distance, \(\overline{P}_i^*\overline{P}_i^*\) e.g., [12] Chap. 1, §1.3.3, where \(\overline{P}_i(x_i, y_i)\) is the adjusted point on the estimated regression line, which implies the relation:

\[
y_i = \hat{a} x_i + \hat{b} ; \quad 1 \leq i \leq n ;
\]

(7)

where, in general, estimators are denoted by hats, and \(P_i^*(x^*_i, y^*_i)\) is the true point on the ideal straight line, Eq. (1).

To the knowledge of the author, only classical error models are considered for astronomical applications, and for this reason different error models such as Berkson models and mixture error models e.g., [8] Chap. 3, Sect. 3.2, shall not be dealt with in the current attempt. From this point on, investigation shall be limited to extreme structural models and least-squares regression estimators for the following reasons. First, they are important models in their own right, furnishing an approximation to real world situations. Second, a careful examination of these simple models helps for understanding the theoretical underpinnings of methods for other models of greater complexity such as hierarchical models e.g., [15, 16].

### 2.2 Extreme structural models

With regard to extreme structural models, bivariate least squares linear regression were analysed in two classical papers in the special case of oblique regression i.e. constant variance ratio, \((\sigma_{y_0}^2)/(\sigma_{x_2}^2) = c^2\), \(1 \leq i \leq n\), and constant correlation coefficients, \(r_i = r\), \(1 \leq i \leq n\). More specifically, orthogonal \((c^2 = 1)\) and oblique regression were analysed in the earlier [14] and in the latter [10] paper, respectively. In absence of additional information, homoscedastic models are used [14] unless the intrinsic dispersion is estimated [1], from which related weights may be determined and the least squares estimator together with the loss function may be expressed for both homoscedastic and heteroscedastic models [1, 16].

The (dimensionless) squared weighted residuals can be defined as in the
case of functional models [25]:

\[
(\tilde{R}_i)^2 = \frac{w_{x_i}(X_i - x_i)^2 + w_{y_i}(Y_i - y_i)^2 - 2r_i \sqrt{w_{x_i}w_{y_i}(X_i - x_i)(Y_i - y_i)}}{1 - r_i^2} ; \quad (8a)
\]

\[
r_i = \frac{(\sigma_{xy})_i}{\sqrt{(\sigma_{xx})_i(\sigma_{yy})_i}} ; \quad |r_i| \leq 1 ; \quad 1 \leq i \leq n ; \quad (8b)
\]

where \( w_{x_i}, w_{y_i} \) are the weights of the various measurements (or observations) and \( r_i \) the correlation coefficients. The terms, \( w_{x_i}(X_i - x_i)^2, w_{y_i}(Y_i - y_i)^2, r_i, 1 \leq i \leq n, \) are dimensionless by definition. An equivalent formulation in matrix formalism can be found in specific textbooks, where weighted true residuals are conceived as (dimensionless) “statistical distances” from data points to related points on the regression line e.g., [12] Chap. 1, §1.3.3, Eq. (1.3.16).

Accordingly, the least-squares regression estimator and the loss function can be expressed as in the case of functional models [7] but the weights, \( w_{x_i}, w_{y_i}, \) and the correlation coefficients, \( r_i, \) are related to intrinsic scatter instead of instrumental scatter. Then the regression line slope and intercept estimators take the same formal expression with respect to their counterparts related to functional models, while (in general) the contrary holds for regression line slope and intercept variance estimators.

Classical results on extreme structural models [14, 10] are restricted to oblique regression for homoscedastic data with constant correlation coefficients \( (w_{x_i} = w_{x}, w_{y_i} = w_{y}, r_i = r, 1 \leq i \leq n). \) In the following subsections, the above mentioned results extended to heteroscedastic data shall be expressed in terms of weighted deviation (matrix) traces [7]:

\[
\tilde{Q}_{pq} = \sum_{i=1}^{n} Q_i(w_{x_i}, w_{y_i}, r_i)(X_i - \bar{X})(Y_i - \bar{Y})^p \quad ; \quad (9)
\]

\[
\tilde{Q}_{00} = \sum_{i=1}^{n} Q_i(w_{x_i}, w_{y_i}, r_i) = n\bar{Q} \quad ; \quad (10)
\]

where \( \tilde{Q}_{pq} \) are the (weighted) pure \((p = 0 \text{ and/or } q = 0)\) and mixed \((p > 0 \text{ and } q > 0)\) deviation traces, and \( \bar{X}, \bar{Y}, \) are weighted means:

\[
\bar{Z} = \frac{\sum_{i=1}^{n} W_i Z_i}{\sum_{i=1}^{n} W_i} \quad ; \quad Z = X, Y \quad ; \quad (11)
\]
\[ W_i = \frac{w_x \Omega_i^2}{1 + a^2 \Omega_i^2 - 2a \Omega_i}; \quad 1 \leq i \leq n \quad (12) \]

\[ \Omega_i = \sqrt{\frac{w_{yi}}{w_{xi}}}; \quad 1 \leq i \leq n \quad (13) \]

in the limit of homoscedastic data with equal correlation coefficients, \( w_x, w_{yi} = w_y, r_i = r, 1 \leq i \leq n \), which implies \( Q_i(w_{xi}, w_{yi}, r_i) = Q(w_x, w_y, r) = Q \), Eqs. (9), (10), (11), (12), and (13) reduce to:

\[ \tilde{Q}_{pq} = QS_{pq}; \quad (14) \]

\[ S_{pq} = \sum_{i=1}^{n} (X_i - X)^p (Y_i - Y)^q; \quad (15) \]

\[ \tilde{Q}_{00} = QS_{00}; \quad (16) \]

\[ S_{00} = n; \quad (17) \]

\[ \tilde{Z} = \tilde{Z}; \quad Z = X, Y; \quad (18) \]

\[ W_i = W = \frac{w_x \Omega_i^2}{1 + a^2 \Omega_i^2 - 2a \Omega_i}; \quad 1 \leq i \leq n \quad (19) \]

\[ \Omega_i = \Omega = \sqrt{\frac{w_y}{w_x}}; \quad 1 \leq i \leq n \quad (20) \]

where \( S_{pq} \) are the (unweighted) pure \((p = 0\) and/or \(q = 0\)) and mixed \((p > 0\) and \(q > 0\)) deviation traces.

Turning to the general case and using the weighted squared error loss function, \( T_{\tilde{P}} = \sum_{i=1}^{n} (\tilde{R}_i)^2 \), yields for regression line slope and intercept estimators the same expression with respect to functional models [7]. Accordingly, regression line slope and intercept estimators may be conceived similarly to state functions in thermodynamics: for an assigned true point, \( P_* \equiv (x_*, y_*) \), what is relevant is the related observed point, \( P \equiv (X, Y) \), regardless of the path followed via instrumental and/or intrinsic scatter. More specifically, the regression line intercept estimator obeys the equation e.g., [25, 7]:

\[ \hat{b} = \bar{Y} - \hat{a} \bar{X}; \quad (21) \]

which implies the “barycentre” of the data, \( \bar{P} \equiv (\bar{X}, \bar{Y}) \), lies on the estimated regression line, inferred from Eq. (7), and the regression line slope estimator is one among three real solutions of a pseudo cubic equation or two real solutions of a pseudo quadratic equation, where the coefficients are weakly
dependent on the unknown slope. For further details refer to earlier attempts [23, 25, 7]. The above mentioned equations have the same formal expression for functional and structural models, which also holds for the regression line slope and intercept estimators.

The regression line slope and intercept variance estimators for functional models, calculated using the method of partial differentiation e.g., [25] and the method of moments estimators e.g., [12] Chap. 1, §1.3.2, Eq. (1.3.7), yield, in general, different results [7]. The same is expected to hold, a fortiori, for structural models, for which the method of moments estimators and the δ-method have been exploited in classical investigations e.g., [14, 10]. Accordingly, related results shall be considered and expressed in terms of unweighted deviation traces for homoscedastic data with equal correlation coefficients and extended in terms of weighted deviation traces for heteroscedastic data, with regard to a number of special cases considered in earlier attempts in the limit of uncorrelated errors in X and in Y [14, 10]. With this restriction, the pseudo cubic equation reduces to:

\[ \hat{V}_{20}a^3 - 2\hat{V}_{11}a^2 - (\hat{W}_{20} - \hat{V}_{02})a + \hat{W}_{11} = 0 \ ; \quad (22) \]

where the deviation traces are defined by Eq. (9), via Eq. (12) and \( V_i = W_i^2/w_{x_i} \). For further details refer to the parent paper [23] and to a recent attempt [7]. A formulation of Euclidean and statistical squared residual sum for homoscedastic and heteroscedastic data is expressed in A.

### 2.3 Errors in X negligible with respect to errors in Y

In the limit of errors in X negligible with respect to errors in Y, \( a''(\sigma_{xx})_i \ll (\sigma_{yy})_i, a'(\sigma_{xy})_i \ll (\sigma_{yy})_i, 1 \leq i \leq n \). Ideally, \( (\sigma_{xx})_i \to 0, (\sigma_{xy})_i \to 0, 1 \leq i \leq n \), which implies \( r_i \to 0, w_{x_i} \to +\infty, \Omega_i \to 0, W_i \to w_{y_i}, 1 \leq i \leq n \). Accordingly, the errors in X and in Y are uncorrelated.

For homoscedastic data, \( w_{x_i} = w_x, w_{y_i} = w_y, 1 \leq i \leq n \), the regression line slope and intercept estimators are [14, 7]:

\[ \hat{a}_Y = \frac{S_{11}}{S_{00}} ; \quad (23) \]

\[ \hat{b}_Y = Y - \hat{a}_Y X ; \quad (24) \]

where the index, Y, stands for OLS(Y|X) i.e. ordinary least square regression or, in general, WLS(Y|X) i.e. weighted least square regression of the depen-
dent variable, $Y$, against the independent variable, $X$ [14]. Accordingly, related models shall be quoted as $Y$ models.

The regression line slope and intercept variance estimators, in the special case of normal residuals may be calculated using different methods and/or models e.g., [12] Chap. 1, §1.3.2, Eq. (1.3.7), [10, 7]. The result is:

\[
(\hat{\sigma}_{\hat{\beta}_Y})^2 = \frac{(\hat{\beta}_Y)^2}{n-2} \left[ \frac{(n-2)R_Y}{\hat{\beta}_YS_{11}} + \Theta(\hat{\beta}_Y, \hat{\beta}_Y, \hat{\beta}_X) \right] \nonumber
\]

\[
(\hat{\sigma}_{\hat{\beta}_Y})^2 = \frac{(\hat{\beta}_Y)^2}{n-2} \left[ \frac{\hat{\beta}_X - \hat{\beta}_Y}{\hat{\beta}_Y} + \Theta(\hat{\beta}_Y, \hat{\beta}_Y, \hat{\beta}_X) \right] ; \quad (25)
\]

\[
(\hat{\sigma}_{\hat{\alpha}_Y})^2 = \left[ \frac{1}{\hat{\alpha}_Y S_{11}} + \frac{(X)^2}{\hat{\beta}_Y^2} \right] \left[ (\hat{\beta}_{\hat{\alpha}_Y})^2 \right] \left[ \frac{\hat{\beta}_Y}{n-2} \frac{S_{11}}{S_{00}} \Theta(\hat{\beta}_Y, \hat{\beta}_Y, \hat{\beta}_X) \right] ; \quad (26)
\]

where the index, $N$, denotes normal residuals, $R$ is defined in $A$, and $\hat{\beta}_X = \frac{S_{02}}{S_{11}}$. The function, $\Theta(\hat{\beta}_Y, \hat{\beta}_Y, \hat{\beta}_X)$, is a special case of a more general function, $\Theta(\hat{\beta}_C, \hat{\beta}_Y, \hat{\beta}_X)$ which, in turn, depends on the method and/or model used. For further details refer to $B$.

The regression line slope and intercept variance estimators, in the general case of non normal residuals may be calculated using the $\delta$-method [14]. The result is:

\[
(\hat{\sigma}_{\hat{\beta}_Y})^2 = \frac{S_{22} + (\hat{\beta}_Y)^2 S_{40} - 2\hat{\beta}_Y S_{31}}{(S_{20})^2} ; \quad (27)
\]

\[
(\hat{\sigma}_{\hat{\alpha}_Y})^2 = \frac{\hat{\beta}_Y \hat{\alpha}_X - \hat{\beta}_Y S_{11}}{n \hat{\beta}_Y S_{00} + (X)^2 (\hat{\beta}_{\hat{\alpha}_Y})^2 - \frac{2}{n} X \hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_Y} \frac{\hat{\beta}_Y}{\hat{\beta}_X} ; \quad (28)
\]

\[
\hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_Y} = \frac{S_{12} + (\hat{\beta}_Y)^2 S_{30} - 2\hat{\beta}_Y S_{21}}{S_{20}} \quad (29)
\]

where Eqs. (27)-(29) are equivalent to their counterparts expressed in the parent paper [14].

The application of the $\delta$-method provides asymptotic formulae which underestimate the true regression coefficient uncertainty in samples with low ($n \approx 50$) or weakly correlated population [10]. In the special case of normal and data-independent residuals, $\Theta(\hat{\beta}_Y, \hat{\beta}_Y, \hat{\beta}_X) \rightarrow 0$, Eqs. (27), (28), must necessarily reduce to (25), (26), respectively, which implies an additional factor, $\frac{n}{n-2}$, in the first term on the right-hand side of Eqs. (27)-(29). For further details refer to $C$.

The expression of the regression line slope and intercept estimators and related variance estimators for normal residuals, Eqs. (23), (24), (25), (26),
coincide with their counterparts determined for Y models in classical and recent attempts e.g., [10] Eq. (4) therein in the limit \( e^2 = \sigma_{yy}/\sigma_{xx} \to +\infty \), [17] Eqs. (3)-(7) therein.

For heteroscedastic data, the regression line slope and intercept estimators are [7]:

\[
\hat{a}_Y = \frac{\langle w_y \rangle_{11}}{\langle w_y \rangle_{20}} ;
\]

\[
\hat{b}_Y = \bar{Y} - \hat{a}_Y \bar{X} ;
\]

where the weighted means, \( \bar{X} \) and \( \bar{Y} \), are defined by Eqs. (11)-(13).

For functional models, regression line slope and intercept variance estimators in the general case of heteroscedastic data reduce to their counterparts in the special case of homoscedastic data, as \( \{ \hat{\sigma}_{\hat{a}_Y} \}^2 \to [\hat{\sigma}_{\hat{a}_Y} (w_y S_p y)]^2 \), \( \{ \hat{\sigma}_{\hat{b}_Y} \}^2 \to [\hat{\sigma}_{\hat{b}_Y} (w_y S_p y)]^2 \), via Eq. (9) where \( Q_i = (w_y)_i = w_y \), \( 1 \leq i \leq n \). For further details refer to an earlier attempt [7].

Under the assumption that the same holds for extreme structural models, Eqs. (25)-(29) take the general expression:

\[
\hat{\sigma}_{\hat{a}_Y}^2 = \frac{(\hat{a}_Y)^2}{n-2} \left[ \frac{n-2R_Y (\bar{w}_y)_{00}}{n} + \Theta(\hat{a}_Y, \hat{a}_Y, \hat{a}_X') \right] \]

\[
= \frac{(\hat{a}_Y)^2}{n-2} \left[ \frac{\hat{a}_X' - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_Y, \hat{a}_Y, \hat{a}_X') \right] ;
\]

\[
\hat{\sigma}_{\hat{b}_Y}^2 = \left[ \frac{1}{\hat{a}_Y} \hat{(\bar{w}_y)}_{11} + (\bar{X})^2 \right] \left[ (\hat{\sigma}_{\hat{a}_Y})_N^2 - \frac{\hat{a}_Y}{n-2} (\bar{w}_y)_{11} \Theta(\hat{a}_Y, \hat{a}_Y, \hat{a}_X') \right] ;
\]

\[
\hat{\sigma}_{\hat{a}_Y}^2 = \frac{(\hat{a}_Y)^2}{n} \left[ \frac{(\bar{w}_y)_{00}}{\hat{(\bar{w}_y)}_{22}} + (\hat{a}_Y)^2 (\bar{w}_y)_{40} - 2\hat{a}_Y (\bar{w}_y)_{31} \right] ;
\]

\[
\hat{\sigma}_{\hat{b}_Y}^2 = \frac{\hat{a}_Y \hat{a}_X' - \hat{a}_Y (\bar{w}_y)_{11}}{\hat{a}_Y (\bar{w}_y)_{00}} + (\bar{X})^2 \hat{\sigma}_{\hat{a}_Y}^2 - \frac{2}{n} \bar{X} \hat{\sigma}_{\hat{b}_Y} \hat{a}_Y ;
\]

\[
\hat{\sigma}_{\hat{b}_Y \hat{a}_Y} = \frac{(\hat{w}_y)_{12} + (\hat{a}_Y)^2 (\hat{w}_y)_{30} - 2\hat{a}_Y (\hat{w}_y)_{21}}{(\hat{w}_y)_{20}} ;
\]

where \( \hat{a}_X' = (\bar{w}_y)_{02}/(\bar{w}_y)_{11} \), \( R \) is defined in A and \( \Theta \) is expressed in terms of \( n(\bar{w}_y)_{00}/(\bar{w}_y)_{00} \) instead of \( S_p y \).

In the special case of normal and data-independent residuals, \( \Theta(\hat{a}_Y, \hat{a}_Y, \hat{a}_X') \to 0 \), Eqs. (34), (35), must necessarily reduce to (32), (33), respectively, which implies an additional factor, \( n/(n-2) \), in the first term on the right-hand side of Eqs. (34)-(36).
In absence of a rigorous proof, Eqs. (32)-(36) must be considered as approximate results.

2.4 Errors in Y negligible with respect to errors in X

In the limit of errors in Y negligible with respect to errors in X, \((\sigma_{y})_{i} \ll a(\sigma_{x})_{i}, 1 \leq i \leq n\). Ideally, \((\sigma_{y})_{i} \to 0, (\sigma_{x})_{i} \to 0, 1 \leq i \leq n\), which implies \(r \to 0, w_{y} \to +\infty, \Omega \to +\infty, W_{i} \to w_{x}, 1 \leq i \leq n\). Accordingly, the errors in X and in Y are uncorrelated. As outlined in an earlier paper [7], the model under discussion can be related to the inverse regression, which has a large associate literature e.g., [18, 13, 19, 2, 17].

For homoscedastic data, \(w_{x_{i}} = w_{x}, w_{y_{i}} = w_{y}, 1 \leq i \leq n\), the regression line slope and intercept estimators are ([14, 7]):

\[
\hat{a}_{X} = \frac{S_{02}}{S_{11}} \quad ;
\]

\[
\hat{b}_{X} = Y - \hat{a}_{X}X \quad ;
\]

where the index, X, stands for OLS(X|Y) i.e. ordinary least square regression or, in general, WLS(X|Y) i.e. weighted least square regression of the dependent variable, X, against the independent variable, Y [14]. Accordingly, related models shall be quoted as X models.

The regression line slope and intercept variance estimators, in the special case of normal residuals may be calculated using different methods and/or models e.g., [12] Chap. 1, §1.3.2, Eq. (1.3.7), [10, 7]. The result is:

\[
[\hat{a}_{\hat{X}}]^{2} = \frac{(\hat{\sigma}_{X})^{2}}{n-2} \left[ \frac{(n-2)R_{X}}{\hat{a}_{X}S_{11}} + \Theta(\hat{a}_{X}, \hat{a}_{Y}, \hat{a}_{X}) \right]
\]

\[
[\hat{b}_{\hat{X}}]^{2} = \frac{(\hat{\sigma}_{X})^{2}}{n-2} \left[ \frac{\hat{a}_{X} - \hat{a}_{Y}}{\hat{a}_{Y}} + \Theta(\hat{a}_{X}, \hat{a}_{Y}, \hat{a}_{X}) \right] \quad ;
\]

\[
[\hat{a}_{\hat{X}}]^{2} = \left[ \frac{1}{\hat{a}_{X}S_{00}} + (\hat{X})^{2} \right] \left[ \frac{(\hat{\sigma}_{X})^{2}}{n-2} - \frac{\hat{a}_{X}}{S_{11}} + \frac{S_{11}}{S_{00}} \Theta(\hat{a}_{X}, \hat{a}_{Y}, \hat{a}_{X}) \right] \quad ;
\]

where the index, N, denotes normal residuals, \(R\) is defined in A, and \(\hat{a}_{Y} = S_{11}/S_{20}\). The function, \(\Theta(\hat{a}_{X}, \hat{a}_{Y}, \hat{a}_{X})\), is a special case of a more general function, \(\Theta(\hat{a}_{C}, \hat{a}_{Y}, \hat{a}_{X})\) which, in turn, depends on the method and/or model used. For further details refer to B.
The regression line slope and intercept variance estimators, in the general case of non normal residuals may be calculated using the δ-method [14]. The result is:

\[
(\hat{\sigma}_{\hat{a}_x})^2 = \frac{S_{04} + (\hat{a}_x)^2 S_{22} - 2\hat{a}_x S_{13}}{(S_{11})^2}; \\
(\hat{\sigma}_{\hat{b}_x})^2 = \frac{\hat{a}_x \hat{a}_x - \hat{a}_y S_{11}}{n \hat{a}_y S_{00}} + (\bar{X})^2 (\hat{\sigma}_{\hat{a}_x})^2 - \frac{2}{n} \bar{X} \hat{\sigma}_{\hat{b}_x \hat{a}_x}; \\
\hat{\sigma}_{\hat{b}_x \hat{a}_x} = \frac{S_{03} + (\hat{a}_x)^2 S_{21} - 2\hat{a}_x S_{12}}{S_{11}};
\]

where Eqs.(41)-(43) are equivalent to their counterparts expressed in the parent paper [14].

The application of the δ-method provides asymptotic formulae which underestimate the true regression coefficient uncertainty in samples with low \((n \lesssim 50)\) or weakly correlated population [10]. In the special case of normal and data-independent residuals, \(\Theta(\hat{a}_x, \hat{a}_y, \hat{a}_X) \rightarrow 0\), Eqs.(41), (42), must necessarily reduce to (39), (40), respectively, which implies an additional factor, \(n/(n - 2)\), in the first term on the right-hand side of Eqs.(41)-(43). For further details refer to C.

For heteroscedastic data, the regression line slope and intercept estimators are [7]:

\[
\hat{a}_x = \frac{(\bar{w}_x)_{02}}{(\bar{w}_x)_{11}}; \\
\hat{b}_x = \bar{Y} - \hat{a}_x \bar{X};
\]

where the weighted means, \(\bar{X}\) and \(\bar{Y}\), are defined by Eqs.(11)-(13).

For functional models, regression line slope and intercept variance estimators in the general case of heteroscedastic data reduce to their counterparts in the special case of homoscedastic data, as \(\hat{\sigma}_{\hat{a}_x}([\bar{w}_x]_{pq})^2 \rightarrow [\hat{\sigma}_{\hat{a}_x}(w_x S_{pq})]^2\), \(\hat{\sigma}_{\hat{b}_x}([\bar{w}_x]_{pq})^2 \rightarrow [\hat{\sigma}_{\hat{b}_x}(w_x S_{pq})]^2\), via Eq.(9) where \(Q_i = (w_x)_i = w_x, 1 \leq i \leq n\). For further details refer to an earlier attempt [7].

Under the assumption that the same holds for extreme structural models, Eqs.(39)-(43) take the general expression:

\[
(\hat{\sigma}_{\hat{a}_X})^2 = \frac{(\hat{a}_X)^2}{n - 2} \left[ \frac{n - 2}{n} \frac{R_X (\bar{w}_x)_{00}}{(\hat{a}_X (\bar{w}_x))_{11}} + \Theta(\hat{a}_x, \hat{a}_y', \hat{a}_X) \right]
\]
\[ \left( \hat{\sigma}_{bX} \right)_N^2 = \left[ \frac{1}{n} \frac{(\bar{w}_x)_{11}}{\bar{w}_x} + (\bar{X})^2 \right] \left( \hat{\sigma}_{\hat{a}_X} \right)_N^2 - \frac{\hat{a}_X}{n - 2} \frac{(\bar{w}_x)_{11}}{n (\bar{w}_x)_{00}} \Theta(\hat{a}_X, \hat{a}_Y, \hat{a}_X) \right] ; \]  

(47)

where \( \hat{a}_Y = (\bar{w}_x)_{11}/(\bar{w}_x)_{20}, R \) is defined in A, and \( \Theta \) is formulated in terms of \( n(\bar{w}_x)_{pq}/(\bar{w}_x)_{00} \) instead of \( S_{pq} \).

In the special case of normal and data-independent residuals, \( \Theta(\hat{a}_X, \hat{a}_Y, \hat{a}_X) \rightarrow 0 \), Eqs. (48), (49), must necessarily reduce to (46), (47), respectively, which implies an additional factor, \( n/(n - 2) \), in the first term on the right-hand side of Eqs. (48)-(50).

In absence of a rigorous proof, Eqs. (46)-(50) must be considered as approximate results.

### 2.5 Oblique regression

In the limit of constant \( y \) to \( x \) variance ratios and constant correlation coefficients, the following relations hold:

\[ \frac{(\sigma_{yy})_i}{(\sigma_{xx})_i} = c^2 ; \quad \frac{w_{xi}}{w_{yi}} = \Omega_i^{-2} = c^2 ; \quad \frac{(\sigma_{xy})_i}{(\sigma_{xx})_i} = r_i c = r c \quad 1 \leq i \leq n \]  

(51)

\[ W_i = \frac{w_{xi}}{a^2 + c^2 - 2rc} ; \quad 1 \leq i \leq n ; \quad \frac{(\bar{w}_y)_{pq}}{(\bar{w}_y)_{rs}} = \frac{(\bar{w}_x)_{pq}}{(\bar{w}_x)_{rs}} \]  

(52)

where the weights are assumed to be inversely proportional to related variances, \( w_{zi} \propto 1/(\sigma_{zz})_i, z = x, y \), as usually done e.g., [10]. By definition, \( c \) has the dimensions of a slope, which highly simplifies dimension checks throughout equations, and for this reason it has been favoured with respect to different choices exploited in earlier attempts e.g., [23], [12] Chap. 1, §1.3, 10].

It is worth noticing that Eq. (51) holds for both homoscedastic and heteroscedastic data. It can be seen that the lines of adjustment are oriented
along the same direction [24] but are perpendicular to the regression line only in the special case of orthogonal regression, \( c^2 = 1 \) e.g., [8] Chap. 3, §3.4.2. Accordingly, the term “oblique regression” has been preferred with respect to “generalized orthogonal regression” used in an earlier attempt [7].

The variance ratio, \( c^2 \), may be expressed in terms of instrumental and intrinsic variance ratios, \( c_F^2 \), and \( c_S^2 \), respectively, as:

\[
c^2 = \frac{[(\sigma_{xx})_i]_F}{(\sigma_{xx})_i} c_F^2 + \frac{[(\sigma_{xx})_i]_S}{(\sigma_{xx})_i} c_S^2 \quad 1 \leq i \leq n ; \quad (53a)
\]

\[
c_F^2 = \frac{[(\sigma_{yy})_i]_F}{[\sigma_{xx})_i]_F} c_S^2 = \frac{[(\sigma_{yy})_i]_S}{[(\sigma_{xx})_i]_S} c_F^2 \quad 1 \leq i \leq n ; \quad (53b)
\]

where \( c_F^2 = c_S^2 \) implies \( c_F^2 = c_S^2 = c^2 \); \( c^2 \to c_F^2 \) for functional models, \( [(\sigma_{zz})_i]_S \ll [(\sigma_{zz})_i]_F \), \( z = x, y \), \( 1 \leq i \leq n \); \( c^2 \to c_S^2 \) for extreme structural models, \( (\sigma_{xx})_i \ll [(\sigma_{zz})_i]_S \), \( z = x, y \), \( 1 \leq i \leq n \).

For homoscedastic data, \( w_x = w_x, w_y = w_y \), \( 1 \leq i \leq n \), the regression line slope and intercept estimators are [10, 7]:

\[
\hat{a}_C = \frac{S_{02} - c^2 S_{20}}{2S_{11}} \left\{ 1 \mp \left[ 1 + c^2 \left( \frac{S_{02} - c^2 S_{20}}{2S_{11}} \right)^{-2} \right]^{1/2} \right\} ;
\]

\[
\hat{b}_C = \overline{Y} - \hat{a}_C \overline{X} ; \quad (54)
\]

where the index, \( C \), denotes oblique regression, \( \hat{a}_Y = S_{11}/S_{20} \), \( \hat{a}_X = S_{02}/S_{11} \), and the double sign corresponds to the solutions of a second-degree equation, where the parasite solution must be disregarded. Accordingly, related models shall be quoted as C models or O models in the special case of orthogonal regression (\( c^2 = 1 \)). For further details refer to an earlier attempt [7].

The regression line slope and intercept variance estimators, in the special case of normal residuals may be calculated using different methods and/or models e.g., [12] Chap. 1, §1.3.2, Eq. (1.3.7), [10, 7]. The result is:

\[
[(\hat{a}_C)^2]_N^2 = \left( \frac{\hat{a}_C}{n - 2} \right)^2 \left[ \frac{(n - 2)R_C}{\overline{a}_C S_{11}} + \Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) \right] \]

\[
= \left( \frac{\hat{a}_C}{n - 2} \right)^2 \left[ \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} + \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) \right] ; \quad (56)
\]
Table 1: Explicit expression of the function, $\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X)$, appearing in the slope and intercept variance estimator formula for oblique regression, Eq. (56) and (57), respectively, according to different methods and/or models. Symbol captions: $A_{UV} = \hat{a}_U / \hat{a}_V - 1$; $(U,V) = (X,C), (C,Y)$. Method captions: AFD - asymptotic formula determination; MME - method of moments estimators; LSE - least squares estimation; MPD - method of partial differentiation. Model captions: F - functional; S - structural; E - extreme structural. Case captions: HM - homoscedastic; HT - heteroscedastic.

<table>
<thead>
<tr>
<th>$\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X)$</th>
<th>method</th>
<th>model</th>
<th>case</th>
<th>source</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>AFD</td>
<td>E</td>
<td>HM</td>
<td>11</td>
</tr>
<tr>
<td>$A_{XCY}$ + $(A_{CY})^2_{n-1}$</td>
<td>MME</td>
<td>E</td>
<td>HM</td>
<td>10</td>
</tr>
<tr>
<td>$A_{XCY}$ + $(A_{CY})^2_{n-1}$</td>
<td>MME</td>
<td>S</td>
<td>HM</td>
<td>12</td>
</tr>
<tr>
<td>$A_{XCY}$ + $(A_{CY})^2_{n-1}$</td>
<td>LSE</td>
<td>E</td>
<td>HM</td>
<td>11</td>
</tr>
<tr>
<td>$2A_{XCY}$</td>
<td>MPD</td>
<td>F</td>
<td>HT</td>
<td>7</td>
</tr>
</tbody>
</table>

$(\hat{\sigma}_{bc})_N^2 = \left[ \frac{1}{\hat{a}_C} \frac{S_{11}}{S_{00}} + (\bar{X})^2 \right] [(\hat{\sigma}_{ac})_N]^2 - \frac{\hat{a}_C}{n} \frac{S_{11}}{n-2S_{00}} \Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) ; \quad (57)$

where $R$ is defined in A and $\Theta$ depends on the method and/or model used, as shown in Table 1. For a formal demonstration, see B. The extreme situations, $a_C \rightarrow a_Y$, $a_C \rightarrow a_X$, are directly inferred from Table 1 as $\Theta(a_Y, a_Y, a_X) = 0$; $\Theta(a_X, a_Y, a_X) = 0$, respectively, in all cases. More specifically, the former relation rigorously holds while the latter has to be restricted to large ($n \gg 1$, ideally $n \rightarrow +\infty$) samples when appropriate. In general, $\Theta$ can be neglected with respect to the remaining terms in the asymptotic expressions of Eqs. (56) and (57). If the residuals are independent of the data, $\Theta$ also vanishes regardless of the sample population. For further details refer to B and C.

The regression line slope and intercept variance estimators, in the general case of non normal residuals, may be calculated using the $\delta$-method [14, 10]. The result is:

$$(\hat{\sigma}_{bc})^2 = (\hat{a}_C)^2 \frac{c^4(\hat{\sigma}_{aY})^2 + (\hat{a}_Y)^4(\hat{\sigma}_{aX})^2 + 2(\hat{a}_Y)^2c^2\hat{\sigma}_{aY\hat{a}_X}}{(\hat{a}_Y)^2[4(\hat{a}_Y)^2c^2 + (\hat{a}_Y\hat{a}_X - c^2)^2]}; \quad (58)$$

$$(\hat{\sigma}_{bc})^2 = \frac{\hat{a}_C}{n} \left[ \frac{\hat{\sigma}_{\bar{X} - \hat{a}_C}}{\hat{a}_C} + \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} \right] \frac{S_{11}}{S_{00}} + (\bar{X})^2(\hat{\sigma}_{ac})^2$$
\[
\hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_X} = -\frac{2}{n} \bar{X} (\hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_C} + \hat{\sigma}_{\hat{\beta}_X \hat{\beta}_C}) ;
\]
\[
\hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_X} = \frac{S_{13} + \hat{\beta}_Y \hat{\beta}_X S_{31} - (\hat{\beta}_Y + \hat{\beta}_X) S_{22}}{S_{30} S_{11}} ;
\]
\[
\hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_C} = \frac{\hat{\sigma}_{\hat{\beta}_X \hat{\beta}_C} c^2}{\hat{\beta}_Y \left[ 4(\hat{\beta}_Y)^2 + (\hat{\beta}_Y \hat{\beta}_X - c^2)^2 \right]^{1/2}} S_{12} + \hat{\beta}_Y \hat{\beta}_C S_{30} - (\hat{\beta}_Y + \hat{\beta}_C) S_{21} ;
\]
\[
\hat{\sigma}_{\hat{\beta}_X \hat{\beta}_C} = \frac{\hat{\sigma}_{\hat{\beta}_X \hat{\beta}_C}}{\left[ 4(\hat{\beta}_Y)^2 + (\hat{\beta}_Y \hat{\beta}_X - c^2)^2 \right]^{1/2}} S_{30} + \hat{\beta}_X \hat{\beta}_C S_{21} - (\hat{\beta}_X + \hat{\beta}_C) S_{12} ;
\]

where Eqs. (58) and (59) in the special case, \( c^2 = 1 \), are equivalent to their counterparts expressed in the parent paper \cite{14} provided absolute values appearing therein are removed. For a formal discussion refer to D. In addition, Eq. (58) is equivalent to its counterpart expressed in the parent paper \cite{11}.

The dependence on the variance ratio, \( c^2 \), in Eqs. (58), (61), (62), may be eliminated via Eq. (142), B. The result is:

\[
\left( \hat{\sigma}_{\hat{\beta}_C} \right)^2 = \frac{(\hat{\beta}_C)^2}{(\hat{\beta}_C)^4 A_{XC}^2 \left( \hat{\sigma}_{\hat{\beta}_Y} \right)^2 + (\hat{\beta}_Y)^4 A_{CY}^2 (\hat{\sigma}_{\hat{\beta}_X})^2 + 2(\hat{\beta}_Y)^2(\hat{\beta}_C)^2 A_{XC} A_{CY} \hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_X}} \times \frac{\hat{\beta}_Y \left[ (\hat{\beta}_Y \hat{\beta}_X - \hat{\beta}_C)^2 + 2(\hat{\beta}_Y \hat{\beta}_X - \hat{\beta}_C)^2 A_{XC} A_{CY} \hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_X} \right]}{(\hat{\beta}_C)^4 A_{XC}} ;
\]

\[
\hat{\sigma}_{\hat{\beta}_Y \hat{\beta}_C} = \frac{\hat{\beta}_Y \left( \hat{\beta}_X \hat{\beta}_C - \hat{\beta}_C \hat{\beta}_C \right)^2 A_{CY}}{S_{12} + \hat{\beta}_Y \hat{\beta}_C S_{30} - (\hat{\beta}_Y + \hat{\beta}_C) S_{21}} ;
\]

\[
\hat{\sigma}_{\hat{\beta}_X \hat{\beta}_C} = \frac{\hat{\beta}_X \hat{\beta}_C A_{CY}}{S_{30} + \hat{\beta}_X \hat{\beta}_C S_{21} - (\hat{\beta}_X + \hat{\beta}_C) S_{12}} ;
\]

\[
A_{UV} = \frac{\hat{\beta}_U}{\hat{\beta}_V} - 1 ; \quad (U, V) = (X, C), (C, Y), (X, Y) ;
\]

in terms of slope estimators, variance slope estimators, and deviation traces.

The application of the \( \delta \)-method provides asymptotic formulae which understand the true regression coefficient uncertainty in samples with low \((n \approx 50)\) or weakly correlated population \cite{10}. In the special case of normal and data-independent residuals, \( \Theta(\hat{\beta}_C, \hat{\beta}_Y, \hat{\beta}_X) \rightarrow 0 \), Eqs. (58), (59), must necessarily reduce to (61), (62), respectively, which implies an additional factor, \( n/(n-2) \), in the first term on the right-hand side of Eqs. (27), (41), and (59)-(62). For further details refer to C.
For heteroscedastic data, the regression line slope and intercept estimators are [7]:

\[ \hat{a}_C = \frac{(\tilde{w}_x)_{02} - c^2(\tilde{w}_x)_{20}}{2(\tilde{w}_x)_{11}} \left\{ 1 + c^2 \left( \frac{(\tilde{w}_x)_{02} - c^2(\tilde{w}_x)_{20}}{2(\tilde{w}_x)_{11}} \right)^{-2} \right\}^{1/2} \]

\[ \hat{b}_C = \hat{Y} - \hat{a}_C \hat{\bar{X}} \]

where \( \hat{a}'_Y = (\tilde{w}_x)_{11}/(\tilde{w}_x)_{20}; \hat{a}_X = (\tilde{w}_x)_{02}/(\tilde{w}_x)_{11}; \) and the weighted means, \( \bar{X}, \bar{Y}, \) are defined by Eqs. (11)-(13).

For functional models, regression line slope and intercept variance estimators in the general case of heteroscedastic data reduce to their counterparts in the special case of homoscedastic data, as \( \{\sigma_{\hat{a}_C},\sigma_{\tilde{w}_x}\}_{pq} \rightarrow \{\sigma_{\hat{a}_C},w_{SP}\}_{pq}\} \), \( \{\sigma_{\hat{b}_C},\sigma_{\tilde{w}_x}\}_{pq} \rightarrow \{\sigma_{\hat{b}_C},w_{SP}\}_{pq}\} \), via Eq. (9) where \( Q_i = (w_x)_i = w_x, 1 \leq i \leq n. \) For further details refer to an earlier attempt [7].

Under the assumption that the same holds for extreme structural models, Eqs. (56)-(65) take the general expression:

\[ \{(\hat{\sigma})_N\}^2 = \frac{(\hat{a}_C)^2}{n-2} \left[ \frac{n - 2 R_C(\tilde{w}_x)_{00}}{n} \hat{a}_C (\tilde{w}_x)_{11} + \Theta(\hat{a}_C, \hat{a}'_Y, \hat{a}_X) \right] \]

\[ = \frac{(\hat{a}_C)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_C + \hat{a}_C - \hat{a}'_Y}{\hat{a}_C} + \Theta(\hat{a}_C, \hat{a}'_Y, \hat{a}_X) \right] \]

\[ \{(\hat{\sigma})_N\}^2 = \frac{1}{\hat{a}_C (\tilde{w}_x)_{00} + (\bar{X})^2} \left[ \{(\hat{\sigma})_N\}^2 - \frac{\hat{a}_C (\tilde{w}_x)_{11}}{n-2(\tilde{w}_x)_{00}} \Theta(\hat{a}_C, \hat{a}'_Y, \hat{a}_X) \right] \]

\[ \{(\hat{\sigma})_{bc}\}^2 = \frac{(\hat{a}_C)^2 [4(\hat{a}_Y)^4(\hat{a}_X)^2 + 2(\hat{a}_Y)^2 c^2 \sigma_{\hat{a}_X}^2]}{(\hat{a}_Y)^2 [4(\hat{a}_Y)^2 c^2 + (\hat{a}_Y \hat{a}_X - c^2)^2]} \]

\[ \{(\hat{\sigma})_{bc}\}^2 = \frac{\hat{a}_C}{n} \left[ \frac{\hat{a}_X - \hat{a}_C + \hat{a}_C - \hat{a}'_Y}{\hat{a}_C} \right] (\tilde{w}_x)_{11} + (\bar{X})^2 (\hat{\sigma})_C^2 \]

\[ = \frac{\hat{a}_C}{n} \left[ \frac{\hat{a}_X - \hat{a}_C + \hat{a}_C - \hat{a}'_Y}{\hat{a}_C} \right] (\tilde{w}_x)_{11} + (\bar{X})^2 (\hat{\sigma})_C^2 \]

\[ \hat{\sigma}_{\hat{a}_Y \hat{a}_X} = \frac{(\tilde{w}_x)_{00} (\tilde{w}_x)_{13} + \hat{a}_Y \hat{a}_X (\tilde{w}_x)_{31} + \hat{a}_Y + \hat{a}_X (\tilde{w}_x)_{22}}{n} \]

\[ \hat{\sigma}_{\hat{b}_Y \hat{a}_C} = \frac{\hat{a}_C c^2}{\hat{a}_Y [4(\hat{a}_Y)^2 c^2 + (\hat{a}_Y \hat{a}_X - c^2)^2]^{1/2}} \]
\[ \frac{\hat{w}_x}{\hat{w}_y} = \frac{\hat{a}_C \hat{a}_Y}{[4(\hat{a}_Y)^2 c^2 + (\hat{a}_Y \hat{a}_X - c^2)^2]^{1/2}} \times \frac{\hat{w}_x + \hat{a}_X \hat{a}_C}{\hat{w}_y} \]  

(74)

\[ \hat{b}_{\hat{a}_C} = \frac{\hat{a}_C \hat{a}_Y}{[4(\hat{a}_Y)^2 c^2 + (\hat{a}_Y \hat{a}_X - c^2)^2]^{1/2}} \times \frac{\hat{w}_x + \hat{a}_X \hat{a}_C}{\hat{w}_y} \]  

(75)

\[ (\hat{\sigma}_{\hat{a}_C})^2 = (\hat{a}_C)^2 \]  

(76)

\[ \frac{(\hat{a}_C)^4 (A_{XC})^2 (\hat{\sigma}_{\hat{a}_Y})^2 + (\hat{a}_Y)^4 (A_{CV'})^2 (\hat{\sigma}_{\hat{a}_X})^2 + 2(\hat{a}_Y)^2 (\hat{a}_C)^2 A_{XC} A_{CV'} \hat{\sigma}_{\hat{a}_Y \hat{a}_X}}{(\hat{a}_Y)^2 [4(\hat{a}_Y)^2 (\hat{a}_C)^2 A_{XC} A_{CV'} + [\hat{a}_Y \hat{a}_X A_{CV'} - (\hat{a}_C)^2 A_{XC}]^2]} \]  

(77)

\[ \hat{c}_{\hat{a}_Y \hat{a}_C} = \frac{(\hat{a}_C)^3 A_{XC}}{\hat{a}_Y [4(\hat{a}_Y)^2 (\hat{a}_C)^2 A_{XC} A_{CV'} + [\hat{a}_Y \hat{a}_X A_{CV'} - (\hat{a}_C)^2 A_{XC}]^2]^{1/2}} \times \frac{\hat{w}_x}{\hat{w}_y} + \hat{a}_Y \hat{a}_C}{\hat{w}_y} \]  

(78)

and, in addition

\[ (\hat{\sigma}_{\hat{a}_C'})^2 = (\hat{a}_C)^2 c^4 (\hat{\sigma}_{\hat{a}_C'})^2 + \frac{2(\hat{a}_Y)^2 (\hat{a}_C)^2 c^2 \hat{\sigma}_{\hat{a}_Y \hat{a}_X}}{(\hat{a}_Y)^2 [4(\hat{a}_Y)^2 c^2 + (\hat{a}_Y \hat{a}_X - c^2)^2]} \]  

(79)

\[ (\hat{\sigma}_{\hat{a}_Y'})^2 = \frac{1}{n} \frac{[(\hat{w}_x)_{00} (\hat{w}_x)_{22} + (\hat{w}_x)^2 (\hat{w}_x)_{40} - 2 \hat{a}_Y (\hat{w}_x)_{31}]}{[(\hat{w}_x)_{00}]^2} \]  

(80)

where \( \hat{a}_Y = (\hat{w}_y)^{11}/(\hat{w}_y)^{20}; \hat{a}_Y' = (\hat{w}_y)^{11}/(\hat{w}_y)^{20}; \hat{a}_X = (\hat{w}_x)^{02}/(\hat{w}_x)^{11}; A_{CV'} = \hat{a}_C/\hat{a}_Y - 1; R \) is defined in A, and \( \Theta \) is formulated in terms of \( n(\hat{w}_x)_{pq}/(\hat{w}_x)_{00} \) instead of \( S_{pq} \).

In the special case of normal and data-independent residuals, \( \Theta(\hat{a}_C, \hat{a}_Y', \hat{a}_X) \rightarrow 0 \), Eqs. (71), (72), must necessarily reduce to (69), (70), respectively, which implies an additional factor, \( n/(n - 2) \), in the first term on the right-hand side of Eqs. (34), (48), and (72)-(75).

In absence of a rigorous proof, Eqs. (69)-(75) must be considered as approximate results.

### 2.6 Reduced major-axis regression

The reduced major-axis regression may be considered as a special case
of oblique regression, where \( c^2 = a_X a_Y \). Accordingly, Eqs. (51) and (52) also hold.

For homoscedastic data, \( w_{x_i} = w_x, w_{y_i} = w_y, \ 1 \leq i \leq n \), the regression line slope and intercept estimators, via Eqs. (54) and (55) are:

\[
\hat{a}_R = \pm \sqrt{\frac{S_{02}}{S_{20}}} = \pm \sqrt{\hat{a}_X \hat{a}_Y} ;
\]
\[
\hat{b}_R = Y - \hat{a}_R X ;
\]

(81)

(82)

where the index, R, denotes reduced major-axis regression, \( \hat{a}_Y = S_{11}/S_{20} \);
\( \hat{a}_X = S_{02}/S_{11} \); and the double sign corresponds to the solutions of the square root, where the parasite solution must be disregarded. Accordingly, related models shall be quoted as R models. For further details refer to an earlier attempt [7].

The regression line slope and intercept variance estimators may be directly inferred from Eqs. (56), (57), for normal residuals, in the limit, \( \hat{a}_C \rightarrow \hat{a}_R = \sqrt{\hat{a}_X \hat{a}_Y} \). The result is:

\[
[(\hat{\sigma}_{\hat{a}_R})_N]^2 = \frac{(\hat{a}_R)^2}{n-2} \left[ \frac{(n-2)R_R}{\hat{a}_R S_{11}} + \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) \right]
\]
\[
= \frac{(\hat{a}_R)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_R}{\hat{a}_R} + \frac{\hat{a}_R - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) \right] ;
\]

(83)

\[
[(\hat{\sigma}_{\hat{b}_R})_N]^2 = \left[ \frac{1}{\hat{a}_R S_{00}} + (\bar{X})^2 \right] \left[(\hat{\sigma}_{\hat{a}_R})_N]^2 - \frac{n}{n-2} \frac{S_{11}^2}{S_{00}^2} \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) ;
\]

(84)

and for non normal residuals the application of the \( \delta \)-method yields [14]:

\[
(\hat{\sigma}_{\hat{a}_R})^2 = \frac{(\hat{a}_R)^2}{n} \left[ \frac{1}{4} \frac{\hat{\sigma}_{\hat{a}_y}^2}{(\hat{a}_y)^2} + \frac{1}{4} \frac{\hat{\sigma}_{\hat{a}_x}^2}{(\hat{a}_x)^2} + \frac{1}{2} \frac{\hat{\sigma}_{\hat{a}_y \hat{a}_x}}{\hat{a}_x \hat{a}_y} \right] ;
\]

(85)

\[
(\hat{\sigma}_{\hat{b}_R})^2 = \frac{\hat{a}_R}{n} \left[ \frac{\hat{a}_X - \hat{a}_R}{\hat{a}_R} + \frac{\hat{a}_R - \hat{a}_Y}{\hat{a}_Y} \cdot \frac{S_{11}}{S_{00}} + (\bar{X})^2 \frac{(\hat{\sigma}_{\hat{a}_R})^2}{n} \right] - \frac{2}{n} \bar{X} (\hat{\sigma}_{\hat{a}_y \hat{a}_x} + \hat{\sigma}_{\hat{a}_x \hat{a}_R}) ;
\]

(86)

\[
\hat{\sigma}_{\hat{b}_y \hat{a}_R} = \frac{1}{2} \left( \frac{\hat{a}_X}{\hat{a}_Y} \right)^{1/2} \left[ \frac{S_{12} + \hat{a}_Y \hat{a}_R S_{30} - (\hat{a}_Y + \hat{a}_R) S_{21}}{S_{20}} \right] ;
\]

(87)

\[
\hat{\sigma}_{\hat{b}_x \hat{a}_R} = \frac{1}{2} \left( \frac{\hat{a}_Y}{\hat{a}_X} \right)^{1/2} \left[ \frac{S_{03} + \hat{a}_Y \hat{a}_R S_{21} - (\hat{a}_X + \hat{a}_R) S_{12}}{S_{11}} \right] ;
\]

(88)
where $\hat{\sigma}_{\hat{a}_V \hat{a}_X}$ is defined by Eq. (60) and Eqs. (85), (86), are equivalent to their counterparts expressed in the parent paper [14]. For further details refer to D.

The extension of the above results to heteroscedastic data via Eqs. (81)-(88) reads:

$$\hat{a}_R = \mp \sqrt{\frac{(\bar{w}_x)_{02}}{(\bar{w}_x)_{20}}} = \mp \hat{a}_X \hat{a}_Y$$; (89)

$$\hat{b}_R = \bar{Y} - \hat{a}_R \bar{X}$$; (90)

$$\left[\sigma_{\sigma_{\hat{a}_R}}\right]^2 = \left[\frac{(\hat{a}_R)^2}{n - 2} \left[ \frac{n - 2}{\hat{a}_R (\bar{w}_x)_{11}} + \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) \right] \right]$$

$$\left[\sigma_{\sigma_{\hat{a}_R}}\right]^2 = \left[ \hat{a}_R - \hat{a}_R \right] \hat{a}_R + \frac{(\hat{a}_R)^2}{n - 2} \left[ \hat{a}_X - \hat{a}_R \right] \hat{a}_R + \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X)$$; (91)

$$\left[\sigma_{\sigma_{\hat{a}_R}}\right]^2 = \left[ \frac{1}{\hat{a}_R (\bar{w}_x)_{00}} + (\bar{X})^2 \right] \left[ \left[\sigma_{\sigma_{\hat{a}_R}}\right]^2 - \frac{\hat{a}_R (\bar{w}_x)_{11}}{n - 2 (\bar{w}_x)_{00}} \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) \right]$$; (92)

$$\left[\sigma_{\sigma_{\hat{a}_R}}\right]^2 = \left[ \frac{1}{4 \hat{a}_Y} \left[ \frac{1}{\hat{a}_R (\bar{w}_x)_{00}} + \frac{1}{4 \hat{a}_Y} \left[ \frac{1}{\hat{a}_R (\bar{w}_x)_{00}} + \frac{1}{\hat{a}_R (\bar{w}_x)_{00}} \right] \right] \right]$$; (93)

$$\left[\sigma_{\sigma_{\hat{a}_R}}\right]^2 = \left[ \frac{\hat{a}_R}{n} \left[ \frac{\hat{a}_X - \hat{a}_R}{\hat{a}_R} + \frac{\hat{a}_R - \hat{a}_Y}{\hat{a}_Y} \right] \left[ \frac{(\bar{w}_x)_{11}}{(\bar{w}_x)_{00}} + (\bar{X})^2 \right] \left[ \frac{(\hat{a}_R)^2}{\hat{a}_R (\bar{w}_x)_{00}} + (\bar{X})^2 \right] \left[ \frac{\hat{a}_R}{\hat{a}_R} \right] \right]$$

$$\sigma_{\hat{a}_Y \hat{a}_R} = \frac{1}{2} \left( \frac{\hat{a}_X \hat{a}_Y}{\hat{a}_R} \right)^{1/2} \left[ \frac{(\bar{w}_x)_{12} + \hat{a}_Y \hat{a}_R (\bar{w}_x)_{30} - (\hat{a}_Y + \hat{a}_R) (\bar{w}_x)_{21}}{(\bar{w}_x)_{20}} \right]$$; (95)

$$\sigma_{\hat{a}_X \hat{a}_R} = \frac{1}{2} \left( \frac{\hat{a}_X \hat{a}_R}{\hat{a}_R} \right)^{1/2} \left[ \frac{(\bar{w}_x)_{03} + \hat{a}_X \hat{a}_R (\bar{w}_x)_{21} - (\hat{a}_X + \hat{a}_R) (\bar{w}_x)_{12}}{(\bar{w}_x)_{11}} \right]$$; (96)

and, in addition

$$\left[\sigma_{\sigma_{\hat{a}_R}}\right]^2 = \frac{1}{4} \left[ \frac{\hat{a}_X}{\hat{a}_Y} \left( \frac{\hat{a}_Y}{\hat{a}_X} \right)^2 + \frac{\hat{a}_Y}{\hat{a}_X} \left( \frac{\hat{a}_X}{\hat{a}_Y} \right)^2 + 2 \sigma_{\hat{a}_Y \hat{a}_X} \right]$$; (97)

where $\hat{a}_Y = (\bar{w}_y)_{11}/(\bar{w}_y)_{20}; \hat{a}_Y = (\bar{w}_x)_{11}/(\bar{w}_x)_{20}; \hat{a}_X = (\bar{w}_x)_{02}/(\bar{w}_x)_{11}; R$ is defined in A, $\sigma_{\hat{a}_Y \hat{a}_X}; \sigma_{\hat{a}_x^2},$ are expressed by Eqs. (73), (80), respectively, and $\Theta$ is formulated in terms of $n(\bar{w}_x)_{pq}/(\bar{w}_x)_{00}$ instead of $S_{pq}$.

In absence of a rigorous proof, Eqs. (91)-(96) must be considered as approximate results.
2.7 Bisector regression

The bisector regression implies use of both Y and X models for determining the angle formed by related regression lines. The bisecting line is assumed to be the estimated regression line of the model.

Let $\alpha_Y$, $\alpha_X$, $\alpha_B$, be the angles formed between Y, X, B, regression line, respectively, and z axis, and $\gamma$ the angle formed between Y and X regression lines, as outlined in Fig. 1. Accordingly, $\gamma/2$ is the angle formed between Y or X and B regression lines.

The following relations can easily be deduced from Fig. 1: $\alpha_X = \alpha_Y + \gamma$; $\alpha_B = \alpha_Y + \gamma/2 = (\alpha_Y + \alpha_X)/2$, and the dimensionless slope of the regression line is $\tan \alpha_B$. Using the trigonometric formulae:

$$\tan(u + v) = \frac{\tan u + \tan v}{1 - \tan u \tan v}; \quad \tan \frac{u}{2} = \frac{\sin u}{1 + \cos u};$$

and the identity:

$$\frac{X(1 + S_Y) + Y(1 + S_X)}{(1 + S_X)(1 + S_Y) - XY} = \frac{XY - 1 + S_X S_Y}{X + Y};$$

$$X = \frac{a_X}{a_u}; \quad Y = \frac{a_Y}{a_u}; \quad S_X = \sqrt{1 + X^2}; \quad S_Y = \sqrt{1 + Y^2};$$

the regression line slope estimator, after some algebra, is expressed as [14]:

$$\hat{a}_B = \frac{\hat{a}_Y \hat{a}_X - a_u^2 + \sqrt{a_u^2 + (\hat{a}_Y)^2 \hat{a}_X^2 + (\hat{a}_X)^2}}{\hat{a}_Y + \hat{a}_X}; \quad (98)$$

where $a_u$ is the unit slope, $\hat{a}_Y = S_{11}/S_{20}$, $\hat{a}_X = S_{02}/S_{11}$, and the regression line intercept estimator reads [14]:

$$\hat{b}_B = Y - \hat{a}_B \overline{X}; \quad (99)$$

where the index, B, denotes bisector regression.

The bisector regression may be considered as a special case of oblique regression where the variance ratio, $c^2$, is deduced from the combination of Eqs.(54) and (98), requiring $a_C = a_B$. After a lot of algebra involving the roots of a second-degree equation, the result is:

$$c^2 = (a_B)^2 \frac{a_X + a_B}{a_B^2} \left(\frac{a_B + a_Y}{a_Y}\right)^{-1}; \quad (100)$$
where the parasite solution must be disregarded. Accordingly, Eqs. (51) and (52) also hold.

For normal residuals and homoscedastic data, the regression line slope and intercept variance estimators may be directly inferred from Eqs. (56) and (57) in the limit, \( \hat{a}_C \to \hat{a}_B \). The result is:

\[
(\hat{\sigma}_{\hat{a}_B})^2 = \frac{(\hat{a}_B)^2}{n-2} \left[ \frac{(n-2)R_{B}}{\hat{a}_BS_{11}} + \Theta(\hat{a}_B, \hat{a}_Y, \hat{a}_X) \right]
\]

\[
= \frac{(\hat{a}_B)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_B}{\hat{a}_B} + \frac{\hat{a}_B - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_B, \hat{a}_Y, \hat{a}_X) \right] ;
\]

\[
(\hat{\sigma}_{\hat{b}_B})^2 = \left[ \frac{1}{n \hat{a}_B} \frac{S_{11}}{S_{00}} + (\bar{X})^2 \right] \left[ (\hat{\sigma}_{\hat{a}_B})^2 \right] - \frac{\hat{a}_B}{n-2} \frac{S_{11}}{S_{00}} \Theta(\hat{a}_B, \hat{a}_Y, \hat{a}_X) ;
\]

and for non-normal residuals the application of the \( \delta \)-method yields [14]:

\[
(\hat{\sigma}_{\hat{a}_B})^2 = \frac{(\hat{a}_B)^2}{(\hat{a}_Y + \hat{a}_X)^2} \left[ \frac{a_u^2 + (\hat{a}_X)^2}{a_u^2 + (\hat{a}_Y)^2} (\hat{\sigma}_{\hat{a}_Y})^2 + \frac{a_u^2 + (\hat{a}_Y)^2}{a_u^2 + (\hat{a}_X)^2} (\hat{\sigma}_{\hat{a}_X})^2 + 2\hat{\sigma}_{\hat{a}_Y \hat{a}_X} \right] ;
\]

\[
(\hat{\sigma}_{\hat{b}_B})^2 = \frac{\hat{a}_B}{n} \left[ \frac{\hat{a}_X - \hat{a}_B}{\hat{a}_B} + \frac{\hat{a}_B - \hat{a}_Y}{\hat{a}_Y} \right] \frac{S_{11}}{S_{00}} + (\bar{X})^2 (\hat{\sigma}_{\hat{a}_B})^2
\]

\[
- \frac{2}{n} \bar{X} (\hat{\sigma}_{\hat{a}_B \hat{a}_Y} + \hat{\sigma}_{\hat{a}_B \hat{a}_X}) ;
\]

\[
\hat{\sigma}_{\hat{a}_B \hat{a}_Y} = \frac{\hat{a}_B \sqrt{a_u^2 + (\hat{a}_X)^2}}{(\hat{a}_Y + \hat{a}_X) \sqrt{a_u^2 + (\hat{a}_Y)^2}} \frac{S_{12} + \hat{a}_Y \hat{a}_BS_{30} - (\hat{a}_Y + \hat{a}_B)S_{21}}{S_{20}} ;
\]

\[
\hat{\sigma}_{\hat{a}_B \hat{a}_X} = \frac{\hat{a}_B \sqrt{a_u^2 + (\hat{a}_Y)^2}}{(\hat{a}_Y + \hat{a}_X) \sqrt{a_u^2 + (\hat{a}_X)^2}} \frac{S_{03} + \hat{a}_X \hat{a}_BS_{21} - (\hat{a}_X + \hat{a}_B)S_{12}}{S_{11}} ;
\]

where \( \hat{\sigma}_{\hat{a}_Y \hat{a}_X} \) is defined by Eq. (60) and Eqs. (103), (104), are equivalent to their counterparts expressed in the parent paper [14]. For further details refer to D.

For heteroscedastic data, the combination of Eqs. (67) and (98), requiring \( a_C = a_B \), after a lot of algebra involving the roots of a second-degree equation, yields:

\[
c^2 = (a_B)^2 \frac{a_X \pm a_B}{a_B} \left( \frac{aModel + a_Y}{a_Y} \right)^{-1} ;
\]

where \( \hat{a}_X = (\bar{w}_{x})_{92}/(\bar{w}_x)_{11} \); \( \hat{a}_Y' = (\bar{w}_x)_{11}/(\bar{w}_x)_{20} \); and the parasite solution must be disregarded. Accordingly, Eqs. (51) and (52) also hold.
The extension of the above results to heteroscedastic data via Eqs. (98)-(99) and (101)-(106) reads:

\[ \hat{b}_B = \hat{Y} - \hat{a}_B \hat{X} ; \]  

\[ \hat{(\sigma_{\hat{a}_B})}_N^2 = \frac{(\hat{a}_B)^2}{n-2} \left[ \frac{n - 2 R_B (\hat{w}_x)_{00}}{n} - \Theta(\hat{a}_B, \hat{a}_Y', \hat{a}_X) \right] \]  

\[ = \frac{(\hat{a}_B)^2}{n-2} \left[ \hat{a}_X - \frac{\hat{a}_B}{\hat{a}_B} \right] + \frac{\hat{a}_B}{\hat{a}_B} \hat{a}_Y' + \Theta(\hat{a}_B, \hat{a}_Y', \hat{a}_X) ; \]  

\[ \hat{(\sigma_{\hat{a}_B})}_N^2 = \left[ \frac{1}{(\hat{w}_x)_{11}} + (\hat{X})^2 \right] \left[ (\hat{\sigma}_{\hat{a}_B})_N^2 - \frac{\hat{a}_B}{n-2} (\hat{w}_x)_{00} \Theta(\hat{a}_B, \hat{a}_Y', \hat{a}_X) \right] ; \]  

\[ \hat{(\sigma_{\hat{a}_B})}_N^2 = \frac{(\hat{a}_B)^2}{(\hat{a}_Y + \hat{a}_X)^2} \left[ \frac{\hat{a}_u^2 + (\hat{a}_X)^2}{\hat{a}_u^2 + (\hat{a}_X)^2} (\hat{\sigma}_{\hat{a}_Y})_N^2 + \frac{\hat{a}_u^2 + (\hat{a}_Y)^2}{\hat{a}_u^2 + (\hat{a}_X)^2} (\hat{\sigma}_{\hat{a}_X})_N^2 + 2\hat{\sigma}_{\hat{a}_Y \hat{a}_X} \right] ; \]  

\[ \hat{(\sigma_{\hat{a}_B})}_N^2 = \frac{\hat{a}_B}{n} \left[ \frac{\hat{a}_X - \hat{a}_B}{\hat{a}_B} + \frac{\hat{a}_B - \hat{a}_Y'}{\hat{a}_Y'} \right] \frac{(\hat{w}_x)_{11}}{(\hat{w}_x)_{00}} + (\hat{X})^2 (\hat{\sigma}_{\hat{a}_0})_N^2 \]  

\[ - \frac{2}{n} \hat{X} (\hat{\sigma}_{\hat{a}_0 \hat{a}_B} + \hat{\sigma}_{\hat{a}_0 \hat{a}_B}) ; \]  

\[ \hat{\sigma}_{\hat{a}_0 \hat{a}_B} = \frac{\hat{a}_B \sqrt{\hat{a}_u^2 + (\hat{a}_X)^2}}{(\hat{a}_Y + \hat{a}_X) \sqrt{\hat{a}_u^2 + (\hat{a}_Y)^2}} \frac{(\hat{w}_x)_{12} + \hat{a}_Y \hat{a}_B (\hat{w}_x)_{30} - (\hat{a}_Y + \hat{a}_B) (\hat{w}_x)_{21}}{(\hat{w}_x)_{20}} \]  

\[ \hat{\sigma}_{\hat{a}_0 \hat{a}_B} = \frac{\hat{a}_B \sqrt{\hat{a}_u^2 + (\hat{a}_Y)^2}}{(\hat{a}_Y + \hat{a}_X) \sqrt{\hat{a}_u^2 + (\hat{a}_X)^2}} \frac{(\hat{w}_x)_{03} + \hat{a}_Y \hat{a}_B (\hat{w}_x)_{21} - (\hat{a}_Y + \hat{a}_B) (\hat{w}_x)_{12}}{(\hat{w}_x)_{11}} ; \]  

and, in addition:

\[ \hat{(\sigma_{\hat{a}_0})}^2 = \frac{(\hat{a}_B)^2}{(\hat{a}_Y + \hat{a}_X)^2} \left[ \frac{\hat{a}_u^2 + (\hat{a}_X)^2}{\hat{a}_u^2 + (\hat{a}_X)^2} (\hat{\sigma}_{\hat{a}_X})_N^2 + \frac{\hat{a}_u^2 + (\hat{a}_Y)^2}{\hat{a}_u^2 + (\hat{a}_X)^2} (\hat{\sigma}_{\hat{a}_Y})_N^2 + 2\hat{\sigma}_{\hat{a}_Y \hat{a}_X} \right] ; \]  

where \( \hat{a}_Y = (\hat{w}_x)_{11}/(\hat{w}_x)_{20} \), \( \hat{a}_Y = (\hat{w}_x)_{11}/(\hat{w}_x)_{20} \), \( \hat{a}_X = (\hat{w}_x)_{02}/(\hat{w}_x)_{11} \), \( R \) is defined in A, \( \hat{\sigma}_{\hat{a}_Y \hat{a}_X} \), \( (\hat{\sigma}_{\hat{a}_0})^2 \), are expressed by Eqs. (73), (80), respectively, and \( \Theta \) is formulated in terms of \( n(\hat{w}_x)_{pq}/(\hat{w}_x)_{00} \) instead of \( S_{pq} \).

In absence of a rigorous proof, Eqs. (109)-(114) must be considered as approximate results.

### 2.8 Extension to structural models

A nontrivial question is to what extent the above results, valid for extreme structural models, can be extended to generic structural models. In
general, assumptions related to generic structural models are different from their counterparts related to extreme structural models e.g., [3], [4] Chap. 6, §6.4.5, but, on the other hand, they could coincide for a special subclass.

In any case, whatever different assumptions and models can be made with regard to generic and extreme structural models, results from the former are expected to tend to their counterparts from the latter when the instrumental scatter is negligible with respect to the intrinsic scatter. It is worth noticing that most work on linear regression by astronomers involves the situation where both intrinsic scatter and heteroscedastic data are present e.g., [1, 22, 15, 16].

A special subclass of structural models with normal residuals can be defined where, for a selected regression estimator, the regression line slope and intercept variance estimators are independent of the amount of instrumental and intrinsic scatter, including the limit of null intrinsic scatter (functional models) and null instrumental scatter (extreme structural models). More specifically, the dependence occurs only via the total (instrumental + intrinsic) scatter. In this view, the whole subclass of structural models under consideration could be related to functional modelling [8] Chap. 2, §2.1. For further details refer to the parent paper [7].

3 An example of astronomical application

3.1 Astronomical introduction

Heavy elements are synthesised within stars and (partially or totally) returned to the interstellar medium via supernovae. In an ideal situation where the initial stellar mass function (including binary and multiple systems) is universal and the gas returned after star death is instantaneously and uniformly mixed with the interstellar medium, the abundance ratio of primary elements produced mainly by large-mass \( (m \gtrsim 8m_\odot) \) where \( m_\odot \) is the solar mass) stars maintains unchanged, which implies a linear relation. This is why large-mass stars have a short lifetime with respect to the age of the universe, and related ejecta (due to type II supernovae) may be considered as instantaneously returned to the interstellar medium.

A linear relation also holds if low-mass \( (m \lesssim 8m_\odot) \) stars are considered, where the stellar lifetime can no longer be neglected with respect to the age
of the universe. Close binary systems including a white dwarf with masses,
\( m_{WD} + m_C > m_{Ch} \), are (type Ia) supernovae progenitors, where \( m_{WD} \) is
the white dwarf mass, \( m_C \) is the companion mass, and \( m_{Ch} \approx 1.44m_\odot \) is
the Chandrasekhar upper mass limit for stable white dwarfs. An additional
restriction, for a linear relation between two generic primary elements in
the interstellar medium, is a constant number ratio of type II to type Ia
supernovae at any epoch. For further details refer to F.

Restricting to iron and oxygen, the generic linear relation, Eq. (227),
reads:

\[
\frac{[O/H]}{[Fe/H]} = a \frac{[Fe/H]}{[H]} + b \quad ;
\]

where \([O/H] \), \([Fe/H] \), are logarithmic number abundances normalized to the
solar value e.g., [5] and the asterisks denote the ideal situation. More specifi-
cally, oxygen and iron abundance determinations performed on ideal stars
by use of ideal instruments yield coordinates of points lying on the straight
line defined by Eq. (116).

The intrinsic dispersion outside or along the ideal regression line may be
owing to several processes, such as fluctuations in the stellar initial mass
function (including binary and multiple systems) and inhomogeneous mixing
of stellar ejecta with the interstellar medium, at different rates for different
elements. Accordingly, ideal points, \( P^*_i \equiv ([Fe/H]_i^*, [O/H]_i^*) \), are shifted
towards actual points, \( P_{Si} \equiv ([Fe/H]_{Si}, [O/H]_{Si}) \).

More specifically, coeval ideal stars are represented by a single point on the
ideal regression line, while related actual stars correspond to points which, in
general, are shifted to a different extent outside or along the ideal regression
line. Conversely, stars with different age could be represented by a same
actual point, \( P_{Si} \). The occurrence of instrumental scatter, related to iron
and oxygen abundance determination on a star sample, makes actual points,
\( P_{Si} \) be shifted towards observed points, \( P_i \equiv ([Fe/H]_i, [O/H]_i) \).

With regard to the ideal regression line, there is a one-to-one correspond-
ence between the coordinates, \([Fe/H] \) and \([O/H] \), while the contrary holds
for actual points and observed points. In the limit of extreme structural mod-
els, where instrumental scatter is negligible with respect to intrinsic scatter,
ob-erved points are very close to actual points (if otherwise, any linear de-
pendence would be hidden). The latter, to a first extent, may be determined
along the following steps.

(1) Estimate a plausible regression line.
(2) Calculate the mean distance of observed points from the estimated regression line, parallel to each coordinate axis.

(3) Subdivide each coordinate axis into bins of width equal to the related mean distance calculated in (2).

(4) Evaluate the intrinsic scatter within each bin, using the method described in an earlier attempt [1].

(5) Minimize the loss function and determine the regression line slope and intercept estimators.

(6) Verify the absolute difference between previous and current regression line slope and intercept estimators is less than a previously assigned tolerance value. If otherwise, return to (2) taking into consideration the current estimated regression line.

In general, the total scatter, $\sigma_{\text{W/Hi}}^2 = \sigma_{\text{W/Hi}}^2 + \sigma_{\text{I/Hi}}^2$, should be used for evaluating the weights, $w_{x_i}, w_{y_i}, 1 \leq i \leq n$, appearing in the sum of the squared residuals, expressed by Eq. (8a), which implies the knowledge of the instrumental covariance matrix e.g., [1, 16].

### 3.2 Statistical results

An astronomical application performed in an earlier attempt [7] with regard to functional models, shall be repeated here for extreme structural models. Accordingly, related samples will be left unchanged but with the additional assumptions: (i) the intrinsic scatter is dominant with respect to the instrumental scatter, and (ii) uncertainties mentioned in the parent papers and reported below are related to the intrinsic scatter.

More specifically, the following samples related to the [O/H]-[Fe/H] relation shall be considered: RB09, $n = 49$, heteroscedastic data [20]; Fa09, $n = 44$, homoscedastic data with three different [O/H] determinations, namely LTE (standard local thermodynamical equilibrium for one-dimensional hydrostatic model atmospheres), SH0 (three-dimensional hydrostatic model atmospheres in absence of LTE with no account taken of the inelastic collisions via neutral H atoms, $S_H = 0$), SH1 (three-dimensional hydrostatic model atmospheres in absence of LTE with due account taken of the inelastic collisions via neutral H atoms, $S_H = 1$) [9]; Sa09, $n = 63$, heteroscedastic data
21]. For further details refer to the parent paper [6]. In any case, [Fe/H] and [O/H] are determined independently for each sample star.

The [O/H]-[Fe/H] empirical relations are interpolated using the regression models, G, Y, X, O, R, B, for heteroscedastic data (FB09 and Sa09 samples) and Y, X, O, R, B, for homoscedastic data (Fa09 sample, cases LTE, SH0, SH1) and heteroscedastic data where intrinsic scatters are taken equal to the typical uncertainties mentioned in the parent papers (FB09, Sa09), $\sigma_{[\text{Fe/H}]} = 0.15$, $\sigma_{[\text{O/H}]} = 0.15$, for both FB09 and Sa09 samples. Model G relates to a general case where the slope and intercept estimators are determined via Eqs. (22) and (21), respectively. For further details refer to the parent papers [23, 25, 7]. Slope and intercept estimators together with related dispersion estimators are listed in Tables 2, 3, and 4, 5, for heteroscedastic and homoscedastic data, respectively.

Owing to high difficulties intrinsic to the determination of slope and intercept dispersion estimators for G models, related calculations were not performed, leaving only approximate expressions [23] and asymptotic formulae [B, Eq. (160) related to G models]. For the remaining models, the regression line slope and intercept estimators and related dispersion estimators are calculated using Eqs. (23)-(29) and (30)-(36), case Y, homoscedastic and heteroscedastic data, respectively; Eqs. (37)-(43) and (44)-(50), case X, homoscedastic and heteroscedastic data, respectively; Eqs. (54)-(62) and (67)-(75), $c^2 = 1$, case O, homoscedastic and heteroscedastic data, respectively; Eqs. (81)-(88) and (89)-(96), case R, homoscedastic and heteroscedastic data, respectively; Eqs. (98)-(106) and (108)-(114), case B, homoscedastic and heteroscedastic data, respectively.

The regression lines determined by use of the above mentioned methods are plotted in Figs. 2 and 3 for heteroscedastic and homoscedastic data, respectively, where sample denomination and population are indicated on each panel together with model captions. Homoscedastic data are conceived as a special case of heteroscedastic data in Fig. 2 to test the computer code, which is different for heteroscedastic and homoscedastic data. It can be seen that lower panels of Figs. 2 and 3 coincide, and the regression lines related to models G and O in lower panels of Figs. 2 also coincide, as expected. The whole set of regression lines for all methods and all samples is shown in the upper right panel of Figs. 2 and 3.

Regression line slope and intercept estimators have the same expression for both structural and functional models. Accordingly, Figs. 2 and 3 maintain unchanged with respect to their counterparts shown in an earlier attempt [7]
Table 2: Regression line slope estimators, $\hat{a}$, and related dispersion estimators, $\hat{\sigma}_n$, for heteroscedastic models, G, Y, X, O, R, B, applied to the [O/H]-[Fe/H] empirical relation deduced from the following samples (from up to down): RB09, Sa09. Dispersion column captions: ENNR - extreme structural models with non normal residuals [14]; ENRR - extreme structural models with normal residuals [10]; FNRR - functional models with normal residuals [23, 25, 7]; YANR - approximate formula for normal residuals [23, 25, 7]; AFNR - asymptotic formula for normal residuals [B, Eq. (160) related to the appropriate model]. For G models, exact expressions of slope estimators were not evaluated in the present attempt. For Y models and normal residuals, different slope dispersion estimators yield coinciding values, as expected.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{a}$</th>
<th>$\hat{\sigma}_n$</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ENNR</td>
<td>ENRR</td>
<td>FNRR</td>
</tr>
<tr>
<td>G</td>
<td>0.7279</td>
<td>0.0294</td>
<td>0.0288</td>
</tr>
<tr>
<td>Y</td>
<td>0.6714</td>
<td>0.0302</td>
<td>0.0314</td>
</tr>
<tr>
<td>X</td>
<td>0.7305</td>
<td>0.0271</td>
<td>0.0290</td>
</tr>
<tr>
<td>O</td>
<td>0.6964</td>
<td>0.0277</td>
<td>0.0276</td>
</tr>
<tr>
<td>R</td>
<td>0.7050</td>
<td>0.0254</td>
<td>0.0280</td>
</tr>
<tr>
<td>B</td>
<td>0.7005</td>
<td>0.0254</td>
<td>0.0278</td>
</tr>
<tr>
<td>G</td>
<td>0.6383</td>
<td></td>
<td>0.0435</td>
</tr>
<tr>
<td>Y</td>
<td>0.6157</td>
<td>0.0810</td>
<td>0.0398</td>
</tr>
<tr>
<td>X</td>
<td>0.8652</td>
<td>0.0772</td>
<td>0.0833</td>
</tr>
<tr>
<td>O</td>
<td>0.6355</td>
<td>0.0753</td>
<td>0.0609</td>
</tr>
<tr>
<td>R</td>
<td>0.6927</td>
<td>0.0677</td>
<td>0.0664</td>
</tr>
<tr>
<td>B</td>
<td>0.7336</td>
<td>0.0662</td>
<td>0.0704</td>
</tr>
</tbody>
</table>
Table 3: Regression line intercept estimators, \( \hat{b} \), and related dispersion estimators, \( \hat{\sigma}_b \), for heteroscedastic models, G, Y, X, O, R, B, applied to the \([\mathrm{O}]/[\mathrm{H}]-[\mathrm{Fe}/\mathrm{H}]\) empirical relation deduced from the following samples (from up to down): RB09, Sa09. Dispersion column captions: ENNR - extreme structural models with non normal residuals [14]; ENRR - extreme structural models with normal residuals [10]; FNRR - functional models with normal residuals [23, 25, 7]; YANR - approximate formula for normal residuals [23, 25, 7]; AFNR - asymptotic formula for normal residuals [via B, Eq. (160) related to the appropriate model]. For G models, exact expressions of intercept estimators were not evaluated in the present attempt. For Y models and normal residuals, different intercept dispersion estimators yield coinciding values, as expected.

<table>
<thead>
<tr>
<th>( m )</th>
<th>( \hat{b} )</th>
<th>( \hat{\sigma}_b )</th>
<th>ENNR</th>
<th>ENRR</th>
<th>FNRR</th>
<th>YANR</th>
<th>AFNR</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>+0.0043</td>
<td>0.0672</td>
<td>0.0660</td>
<td>RB09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>-0.1121</td>
<td>0.0608</td>
<td>0.0675</td>
<td>0.0675</td>
<td>0.0675</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>+0.0316</td>
<td>0.0636</td>
<td>0.0736</td>
<td>0.0735</td>
<td>0.0712</td>
<td>0.0735</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>-0.0512</td>
<td>0.0523</td>
<td>0.0702</td>
<td>0.0707</td>
<td>0.0689</td>
<td>0.0697</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>-0.0305</td>
<td>0.0521</td>
<td>0.0710</td>
<td>0.0725</td>
<td>0.0693</td>
<td>0.0704</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>-0.0413</td>
<td>0.0522</td>
<td>0.0706</td>
<td>0.0711</td>
<td>0.0691</td>
<td>0.0700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>+0.0619</td>
<td>0.0251</td>
<td>0.0336</td>
<td>Sa09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>+0.0439</td>
<td>0.0105</td>
<td>0.0198</td>
<td>0.0198</td>
<td>0.0198</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>+0.3080</td>
<td>0.0712</td>
<td>0.0676</td>
<td>0.0673</td>
<td>0.0575</td>
<td>0.0673</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>+0.1461</td>
<td>0.0396</td>
<td>0.0509</td>
<td>0.0525</td>
<td>0.0469</td>
<td>0.0491</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>+0.1864</td>
<td>0.0436</td>
<td>0.0547</td>
<td>0.0549</td>
<td>0.0485</td>
<td>0.0524</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+0.2153</td>
<td>0.0455</td>
<td>0.0575</td>
<td>0.0603</td>
<td>0.0501</td>
<td>0.0552</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Regression line slope estimators, $\hat{a}$, and related dispersion estimators, $\hat{\sigma}_a$, for homoscedastic models, Y, X, O, R, B, applied to the [O/H]-Fe/H] empirical relation deduced from the following samples (from up to down): RB09, Sa09, Fa09, cases LTE, SH0, SH1. Dispersion column captions: ENNR - extreme structural models with non normal residuals [14]; ENRR - extreme structural models with normal residuals [10]; FNRR - functional models with normal residuals [23, 25, 7]; YANR - approximate formula for normal residuals [23, 25, 7]; AFNR - asymptotic formula for normal residuals [B, Eq. (160) related to the appropriate model]. For Y models and normal residuals, different slope dispersion estimators yield coinciding values, as expected.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{a}$</th>
<th>$\hat{\sigma}_a$</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ENNR</td>
<td>ENRR</td>
<td>FNRR</td>
</tr>
<tr>
<td>Y</td>
<td>0.6917</td>
<td>0.0268</td>
<td>0.0317</td>
</tr>
<tr>
<td>X</td>
<td>0.7600</td>
<td>0.0326</td>
<td>0.0349</td>
</tr>
<tr>
<td>O</td>
<td>0.7143</td>
<td>0.0282</td>
<td>0.0327</td>
</tr>
<tr>
<td>R</td>
<td>0.7251</td>
<td>0.0278</td>
<td>0.0332</td>
</tr>
<tr>
<td>B</td>
<td>0.7263</td>
<td>0.0278</td>
<td>0.0333</td>
</tr>
<tr>
<td>Y</td>
<td>0.5868</td>
<td>0.0596</td>
<td>0.0461</td>
</tr>
<tr>
<td>X</td>
<td>0.8077</td>
<td>0.0563</td>
<td>0.0637</td>
</tr>
<tr>
<td>O</td>
<td>0.6476</td>
<td>0.0620</td>
<td>0.0509</td>
</tr>
<tr>
<td>R</td>
<td>0.6885</td>
<td>0.0523</td>
<td>0.0541</td>
</tr>
<tr>
<td>B</td>
<td>0.6916</td>
<td>0.0513</td>
<td>0.0544</td>
</tr>
<tr>
<td>Y</td>
<td>0.8961</td>
<td>0.0333</td>
<td>0.0303</td>
</tr>
<tr>
<td>X</td>
<td>0.9381</td>
<td>0.0294</td>
<td>0.0318</td>
</tr>
<tr>
<td>O</td>
<td>0.9150</td>
<td>0.0319</td>
<td>0.0310</td>
</tr>
<tr>
<td>R</td>
<td>0.9168</td>
<td>0.0310</td>
<td>0.0310</td>
</tr>
<tr>
<td>B</td>
<td>0.9169</td>
<td>0.0310</td>
<td>0.0310</td>
</tr>
<tr>
<td>Y</td>
<td>1.2261</td>
<td>0.0459</td>
<td>0.0432</td>
</tr>
<tr>
<td>X</td>
<td>1.2884</td>
<td>0.0434</td>
<td>0.0454</td>
</tr>
<tr>
<td>O</td>
<td>1.2640</td>
<td>0.0449</td>
<td>0.0445</td>
</tr>
<tr>
<td>R</td>
<td>1.2569</td>
<td>0.0441</td>
<td>0.0443</td>
</tr>
<tr>
<td>B</td>
<td>1.2568</td>
<td>0.0441</td>
<td>0.0443</td>
</tr>
<tr>
<td>Y</td>
<td>1.0492</td>
<td>0.0358</td>
<td>0.0341</td>
</tr>
<tr>
<td>X</td>
<td>1.0946</td>
<td>0.0315</td>
<td>0.0356</td>
</tr>
<tr>
<td>O</td>
<td>1.0732</td>
<td>0.0337</td>
<td>0.0349</td>
</tr>
<tr>
<td>R</td>
<td>1.0716</td>
<td>0.0332</td>
<td>0.0348</td>
</tr>
<tr>
<td>B</td>
<td>1.0716</td>
<td>0.0332</td>
<td>0.0348</td>
</tr>
</tbody>
</table>
Table 5: Regression line intercept estimators, $\hat{b}$, and related dispersion estimators, $\hat{\sigma}_b$, for homoscedastic models, Y, X, O, R, B, applied to the [O/H]-Fe/H empirical relation deduced from the following samples (from up to down): RB09, Sa09, Fa09, cases LTE, SH0, SH1. Dispersion column captions: ENNR - extreme structural models with non normal residuals [14]; ENRR - extreme structural models with normal residuals [10]; FNRR - functional models with normal residuals [23, 25, 7]; YANR - approximate formula for normal residuals [23, 25, 7]; AFNR - asymptotic formula for normal residuals [via B, Eq. (160) related to the appropriate model]. For Y models and normal residuals, different intercept dispersion estimators yield coinciding values, as expected.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{b}$</th>
<th>$\hat{\sigma}_b$</th>
<th>ENNR</th>
<th>ENRR</th>
<th>FNRR</th>
<th>YANR</th>
<th>AFNR</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>-0.0766</td>
<td>0.0598</td>
<td>0.0737</td>
<td>0.0737</td>
<td>0.0737</td>
<td>0.0737</td>
<td>0.0737</td>
<td>RB09</td>
</tr>
<tr>
<td>X</td>
<td>+0.0742</td>
<td>0.0811</td>
<td>0.0807</td>
<td>0.0806</td>
<td>0.0773</td>
<td>0.0806</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>-0.0268</td>
<td>0.0658</td>
<td>0.0759</td>
<td>0.0766</td>
<td>0.0741</td>
<td>0.0752</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>-0.0030</td>
<td>0.0664</td>
<td>0.0770</td>
<td>0.0778</td>
<td>0.0746</td>
<td>0.0762</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>-0.0025</td>
<td>0.0665</td>
<td>0.0770</td>
<td>0.0778</td>
<td>0.0746</td>
<td>0.0762</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>+0.0908</td>
<td>0.0211</td>
<td>0.0338</td>
<td>0.0338</td>
<td>0.0338</td>
<td>0.0338</td>
<td>0.0338</td>
<td>Sa09</td>
</tr>
<tr>
<td>X</td>
<td>+0.2011</td>
<td>0.0423</td>
<td>0.0431</td>
<td>0.0430</td>
<td>0.0397</td>
<td>0.0430</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>+0.1212</td>
<td>0.0268</td>
<td>0.0357</td>
<td>0.0363</td>
<td>0.0343</td>
<td>0.0351</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>+0.1416</td>
<td>0.0279</td>
<td>0.0373</td>
<td>0.0381</td>
<td>0.0352</td>
<td>0.0365</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+0.1431</td>
<td>0.0282</td>
<td>0.0375</td>
<td>0.0382</td>
<td>0.0352</td>
<td>0.0367</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>+0.5476</td>
<td>0.0761</td>
<td>0.0663</td>
<td>0.0663</td>
<td>0.0663</td>
<td>0.0663</td>
<td>0.0663</td>
<td>Fa09</td>
</tr>
<tr>
<td>X</td>
<td>+0.6366</td>
<td>0.0665</td>
<td>0.0693</td>
<td>0.0693</td>
<td>0.0678</td>
<td>0.0693</td>
<td>0.0673</td>
<td>(LTE)</td>
</tr>
<tr>
<td>O</td>
<td>+0.5877</td>
<td>0.0725</td>
<td>0.0676</td>
<td>0.0680</td>
<td>0.0666</td>
<td>0.0673</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>+0.5916</td>
<td>0.0706</td>
<td>0.0678</td>
<td>0.0681</td>
<td>0.0667</td>
<td>0.0674</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+0.5916</td>
<td>0.0706</td>
<td>0.0678</td>
<td>0.0681</td>
<td>0.0667</td>
<td>0.0674</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>+0.8717</td>
<td>0.1017</td>
<td>0.0945</td>
<td>0.0945</td>
<td>0.0945</td>
<td>0.0945</td>
<td>0.0945</td>
<td>Fa09</td>
</tr>
<tr>
<td>X</td>
<td>+1.0037</td>
<td>0.1003</td>
<td>0.0992</td>
<td>0.0991</td>
<td>0.0968</td>
<td>0.0991</td>
<td>0.0991</td>
<td>(SH0)</td>
</tr>
<tr>
<td>O</td>
<td>+0.9519</td>
<td>0.1019</td>
<td>0.0973</td>
<td>0.0978</td>
<td>0.0953</td>
<td>0.0967</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>+0.9369</td>
<td>0.0998</td>
<td>0.0967</td>
<td>0.0973</td>
<td>0.0950</td>
<td>0.0961</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+0.9367</td>
<td>0.0998</td>
<td>0.0967</td>
<td>0.0973</td>
<td>0.0950</td>
<td>0.0961</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>+0.6518</td>
<td>0.0808</td>
<td>0.0745</td>
<td>0.0745</td>
<td>0.0745</td>
<td>0.0745</td>
<td>0.0745</td>
<td>Fa09</td>
</tr>
<tr>
<td>X</td>
<td>+0.7479</td>
<td>0.0730</td>
<td>0.0777</td>
<td>0.0777</td>
<td>0.0761</td>
<td>0.0777</td>
<td>0.0777</td>
<td>(SH1)</td>
</tr>
<tr>
<td>O</td>
<td>+0.7027</td>
<td>0.0772</td>
<td>0.0762</td>
<td>0.0765</td>
<td>0.0750</td>
<td>0.0758</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>+0.6993</td>
<td>0.0760</td>
<td>0.0761</td>
<td>0.0764</td>
<td>0.0750</td>
<td>0.0757</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+0.6993</td>
<td>0.0760</td>
<td>0.0761</td>
<td>0.0764</td>
<td>0.0749</td>
<td>0.0757</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where, on the other hand, B models were not included.

An inspection of Tables 2-5 and Figs. 2-3 discloses the following.

(1) Either of the inequalities [14]:

\[
\hat{a}_Y < \hat{a}_O < \hat{a}_R < \hat{a}_B < \hat{a}_X ; \quad \hat{a}_B < a_u ; \quad S_{11} > 0 \ ; \quad (117a)
\]
\[
\hat{a}_Y < \hat{a}_B < \hat{a}_R < \hat{a}_O < \hat{a}_X ; \quad \hat{a}_B > a_u ; \quad S_{11} > 0 \ ; \quad (117b)
\]

where \(a_u\) is the unit slope, is satisfied for homoscedastic data but the contrary holds for heteroscedastic data. In particular, \(\hat{a}_B < \hat{a}_R < a_u\) for RB09 sample, see Table 2. In addition, \(\hat{a}_Y < \hat{a}_C < \hat{a}_X\) for heteroscedastic data, but a counterexample is provided in an earlier attempt [23].

(2) Slope and intercept estimators from O, R and B models are in agreement within \(\pm \sigma\). The extension of the above result to slope and intercept estimators from Y and X models holds for samples with lower dispersion (Fa09). An increasing dispersion yields marginal (RB09) or no (Sa09) agreement within \(\pm \sigma\), for both heteroscedastic and homoscedastic data.

(3) For normal residuals, slope and intercept dispersion estimators related to functional and structural models yield slightly different results, as expected from the fact that related asymptotic formulae coincide [B, Eq. (160) related to the appropriate model]. Asymptotic formulae used in the current attempt make a better fit with respect to earlier approximations [23, 25, 7].

(4) Systematic variations due to different sample data are dominant with respect to the intrinsic scatter.

In conclusion, regression lines deduced from different sample data represent correct (from the standpoint of regression models considered in the current attempt) \([O/H]-[\text{Fe/H}]\) relations, but no definitive choice can be made until systematic errors due to different methods and/or spectral lines in determining oxygen abundance, are alleviated.

4 Discussion

For an assigned sample, structural models belonging to a special subclass are indistinguishable from extreme structural models, as outlined in an earlier
Accordingly, the results of the current paper also apply to structural models of the kind considered. The expression of regression line slope and intercept estimators and related variance estimators in terms of weighted deviation traces, for heteroscedastic and homoscedastic data, makes a second step towards a unified formalism of bivariate least squares linear regression.

Exact expressions of regression line slope and intercept estimators and related variance estimators have been rewritten in a more compact form with respect to an earlier attempt [10] in the limit of oblique regression i.e. $(\sigma_{yy})_i/(\sigma_{xx})_i = c^2$, $1 \leq i \leq n$. It is noteworthy that a constant variance ratio, $c^2$, for all data points, does not necessarily imply equal variances, $(\sigma_{xx})_i = \sigma_{xx} = \text{const}$, $(\sigma_{yy})_i = \sigma_{yy} = \text{const}$, $1 \leq i \leq n$. While regression line slope and intercept estimators attain a coinciding expression in different attempts [23, 25, 14, 10], the results of the current paper show that the contrary holds for related variance estimators. The same holds for both reduced major-axis and bisector regression.

Approximate expressions provided in earlier attempts for normal residuals [23, 25] make (at least in computed cases) a lower limit to their exact counterparts, as shown in Tables 2-5, YANR vs. ENRR, FNRR. The same holds, to a better extent, for the asymptotic expressions determined in the current paper, as shown in Tables 2-5, AFNR vs. ENRR, FNRR. Related fractional discrepancies for low-dispersion data (RB09, Fa09) do not exceed a few percent, which grows up to about 10% in presence of large-dispersion data (Sa09).

It is well known that the regression line slope and intercept estimators are biased towards zero for Y models e.g., [12] Chap. 1, §1.1.1, [8] Chap. 3, §3.2 15, 16[, [4] Chap. 4, §4.4. Biases can be explicitly expressed in the special case of homoscedastic models with normal residuals. More specifically, the condition $1 - \rho_{20} \ll 1$ ensures bias effects are negligible, where $\rho_{20}$ is the reliability ratio:

$$\rho_{20} = \frac{S_{20}}{S_{20} + (n - 1)\sigma_{xx}} ;$$ (118)

which implies $0 \leq \rho_{20} \leq 1$. For further details refer to specific monographies e.g., [12] Chap. 1, §1.1.1, [8] Chap. 3, §3.2.1, [4] Chap. 4, §4.4.

Similarly, it can be seen that regression line slope and intercept variance estimators are biased towards infinity for X models. In the special case of homoscedastic models with normal residuals, the condition $1 - \rho_{02} \ll 1$
ensures bias effects are negligible, where \( \rho_{02} \) is the reliability ratio:

\[
\rho_{02} = \frac{S_{02}}{S_{02} + (n - 1)\sigma_{y|x}}; \tag{119}
\]

which implies \( 0 \leq \rho_{02} \leq 1 \) e.g., [7].

Accordingly, slopes are underestimated in Y models and overestimated in X models by a factor, \( \rho_{20} \) and \( 1/\rho_{02} \), respectively. For C models (oblique regression), O models (orthogonal regression), R models (reduced major-axis regression), B models (bisector regression), the regression line slope estimators lie between their counterparts related to Y and X models, according to Eqs. (118) and (119), which implies bias corrections e.g., [8] Chap. 3, §3.4.2. Though there is skepticism about an indiscriminate use of oblique regression estimators, still it is accepted the method is viable provided both instrumental and intrinsic covariance matrix are known e.g., [8] Chap. 3, §3.4.2, [4] Chap. 4, §4.5.

With regard to heteroscedastic data, an inspection of Tables 2-5 shows that for lower data dispersion (RB09 sample) the values of regression line slope and intercept estimators, deduced for weighted (Tables 2-3) and unweighted (Tables 4-5) data, are systematically smaller in the former case with respect to the latter, but are still in agreement within \( \pm \sigma \). For larger dispersion data (Sa09 sample) no systematic trend of the kind considered appears, but the values of regression line slope and intercept estimators are still in agreement within \( \pm \sigma \) for O, R, and B models. It may be a general property of the regression models considered in the current attempt or, more realistically, intrinsic to the samples selected for the application performed in subsection 3.2.

The reliability ratios, Eqs. (118) and (119), have been calculated for all sample data and the inequalities, \( \rho_{20} > 0.92, \rho_{02} > 0.91 \), hold in any case except \( \rho_{02} > 0.86 \) for the Sa09 sample, which implies poorly biased regression line slope and intercept estimators for the samples considered using Y and X models and, a fortiori, using C, O, R, and B models.

Numerical simulations can determine the performance of the regression coefficients in presence of small samples and large scatter, and evaluate whether the approximations made in deriving variances are accurate. According to the results of a classical paper [14], the uncertainties to the slope predicted by O models are, on average, larger than those predicted by Y, R, or B models. For this reason, skepticism is expressed towards O models and,
in any case, caution is urged in interpreting slopes when small samples and large scatter are involved [14].

On the other hand, O models are special cases of C models, which could also include R and B models, and the predicted slopes lie between their counterparts related to the limiting cases of Y and X models. Extended numerical simulations should be used for searching a relation between the family of C models, $c^2 = c_{\text{min}}^2$, with the lowest uncertainty to the slope, and values of population variances and covariance, namely $c_{\text{min}}^2 = f(\sigma_{XX}, \sigma_{YY}, \sigma_{XY})$. In this view, it should be recommended use of C models where $c^2 = c_{\text{min}}^2$ for assigned sample variances and covariance, which estimate their counterparts related to the parent population.

Concerning samples listed in Tables 2-5 and represented in Figs. 2-3, the slope uncertainty predicted by O models is slightly larger than the slope predicted by R and B models for non normal residuals (ENNR), while the reverse occurs for normal residuals (ENNR). In addition, the slope uncertainty predicted by G models (the general case), when estimated, is close to the slope uncertainty predicted by O, R, and B models.

5 Conclusion

From the standpoint of a unified analytic formalism of bivariate least squares linear regression, extreme structural models have been conceived as a limiting case where the instrumental scatter is negligible (ideally null) with respect to the intrinsic scatter.

Within the framework of a variant of the classical additive error model e.g., [8] Chap. 1, §1.2, Chap. 3, §3.2.1, [4] Chap. 4, §4.3, [16], the classical results presented in earlier papers [14, 10] have been rewritten in a more compact form using a new formalism in terms of weighted deviation traces which, for homoscedastic data, reduce to usual quantities, leaving aside an unessential (but dimensional) multiplicative factor.

Regression line slope and intercept estimators, and related variance estimators, have been expressed in the special case of uncorrelated errors in X and in Y for the following models: (Y) errors in X negligible (ideally null) with respect to errors in Y; (X) errors in Y negligible (ideally null) with respect to errors in X; (C) oblique regression; (O) orthogonal regression; (R) reduced major-axis regression; (B) bisector regression. Related variance estimators have been expressed for both non normal and normal residuals and
compared to their counterparts determined for functional models [7].

Under the assumption that regression line slope and intercept variance estimators for homoscedastic and heteroscedastic data are connected to a similar extent in functional and structural models, the above mentioned results have been extended from homoscedastic to heteroscedastic data. In absence of a rigorous proof, related expressions have been considered as approximate results.

An example of astronomical application has been considered, concerning the [O/H]-[Fe/H] empirical relations deduced from five samples related to different populations and/or different methods of oxygen abundance determination. For low-dispersion samples and assigned methods, different regression models have been found to yield results which are in agreement within the errors (3σ) for both heteroscedastic and homoscedastic data, while the contrary has been shown to hold for large-dispersion samples. In any case, samples related to different methods have been found to produce discrepant results, due to the presence of (still undetected) systematic errors, which implies no definitive statement can be made at present.

Asymptotic expressions have been found to approximate regression line slope and intercept variance estimators, for normal residuals, to a better extent with respect to earlier attempts [23, 25]. Related fractional discrepancies have been shown to be not exceeding a few percent for low-dispersion data, which has grown up to about 10% in presence of large-dispersion data.

An extension of the formalism to generic structural models has been left to further investigation.
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A Euclidean and statistical squared residual sum

For homoscedastic data, the sum of squared (dimensional) Euclidean distances between observed points, \( P_i(x_i, y_i) \), and adjusted points on the estimated regression line, \( \hat{P}_i(x_i, y_i) = \hat{a}x_i + \hat{b} \), is expressed as e.g., [12] Chap. 1, §1.3.3, [10, 7]:

\[
(n - 2)R = \sum_{i=1}^{n} \left[ (y_i - \bar{Y}) - \hat{a}(x_i - \bar{X}) \right]^2 = S_{02} + (\hat{a})^2S_{20} - 2\hat{a}S_{11} \ ; \quad (120)
\]

where \( R \) is denoted as \( s_{ey} \) in the earlier quotation [12].

The sum of squared (dimensionalless) statistical distances e.g., [12] Chap. 1, §1.3.3, between the above mentioned points, \( P_i(x_i, y_i) \) and \( \hat{P}_i(x_i, y_i) \), reads [7]:

\[
T_{\tilde{R}} = \tilde{W} \left[ S_{02} + (\hat{a})^2S_{20} - 2\hat{a}S_{11} \right] \ ; \quad (121)
\]

which, for heteroscedastic data, takes the general expression [7]:

\[
T_{\tilde{R}} = \tilde{W}_{02} + (\hat{a})^2\tilde{W}_{20} - 2\hat{a}\tilde{W}_{11} \ ; \quad (122)
\]

accordingly, the extension of Eq. (120) to heteroscedastic data reads:

\[
(n - 2)R = \frac{n[\tilde{W}_{02} + (\hat{a})^2\tilde{W}_{20} - 2\hat{a}\tilde{W}_{11}]}{\tilde{W}_{00}} \ ; \quad (123)
\]

which, in the limit of homoscedastic data, \( W_i = \tilde{W} = \bar{W} \), \( 1 \leq i \leq n \), \( \tilde{W}_{00} = n\bar{W} = n\bar{W} = W_{00} = WS_{00} \), via Eqs. (9), (10), reduces to Eq. (120), as expected.

B Equivalence between earlier and current formulation

Let oblique regression models be taken into consideration under the following restrictive assumptions: (1) homoscedastic data; (2) uncorrelated
errors in $Y$ and in $X$; (3) normal residuals. Accordingly, the regression line slope variance estimator is expressed by Eq. (56) where the function, $\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X)$, may be different for different methods and/or models, as shown in Table 1. Aiming to a formal demonstration, some preliminary relations are needed.

In terms of dimensionless ratios, using Eqs. (23) and (37), Eq. (120) translates into:

$$\frac{(n-2)R}{\hat{a}S_{11}} = \frac{\hat{a}_X - \hat{a}}{\hat{a}_Y} - 2 = \frac{\hat{a}_X - \hat{a}}{\hat{a}} + \frac{\hat{a} - \hat{a}_Y}{\hat{a}_Y}; \quad (124)$$

where the following identities:

$$\frac{\hat{a}_X - \hat{a}}{\hat{a}_Y} + \frac{\hat{a} - \hat{a}_Y}{\hat{a}_Y} = \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y} - \frac{\hat{a}_X - \hat{a}}{\hat{a}_Y}; \quad (125)$$

$$\frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y} - \frac{\hat{a}_X - \hat{a}}{\hat{a}_Y} = \frac{\hat{a}_X - \hat{a}}{\hat{a}_Y} - \frac{\hat{a} - \hat{a}_Y}{\hat{a}_Y}; \quad (126)$$

may easily be verified.

In the case under discussion of oblique regression models, $\hat{a} = \hat{a}_C$, the following inequalities hold [14]:

$$\hat{a}_X \geq \hat{a}_C \geq \hat{a}_Y \quad ; \quad S_{11} > 0 \quad ; \quad (127)$$

$$\hat{a}_X \leq \hat{a}_C \leq \hat{a}_Y \quad ; \quad S_{11} < 0 \quad ; \quad (128)$$

which makes the left-hand side of Eq. (124) always positive provided $S_{11} \neq 0$.

Using the method of partial differentiation, the regression line slope variance estimator in the case under discussion is [7]:

$$(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{n-2} \left[ 2 \frac{S_{02}S_{20} - (S_{11})^2}{(S_{11})^2} + 2 - \frac{S_{02} + (\hat{a}_C)^2S_{20}}{\hat{a}_CS_{11}} \right] ; \quad (129)$$

and the substitution of Eqs. (23) and (37) into (129), using (125) and (126) yields after some algebra:

$$(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} + \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + 2 \frac{\hat{a}_X - \hat{a}_C \hat{a}_C - \hat{a}_Y}{\hat{a}_C \hat{a}_Y} \right] ; \quad (130)$$

from which the following is inferred by comparison with Eq. (56):

$$\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) = 2 \frac{\hat{a}_X - \hat{a}_C \hat{a}_C - \hat{a}_Y}{\hat{a}_C \hat{a}_Y} ; \quad (131)$$
as listed in Table 1.

Using the method of moments estimators, the elements sample covariance matrix are:

\[ m_{XX} = \frac{S_{20}}{n - 1} ; \quad m_{YY} = \frac{S_{02}}{n - 1} ; \quad m_{XY} = m_{YX} = \frac{S_{11}}{n - 1} ; \quad (132) \]

which, in terms of the variance estimators, \((\hat{\sigma}_{xx})_S\) (intrinsic \(x\) error distribution), \((\hat{\sigma}_{xx})_F\) (instrumental \(x\) error distribution), \((\hat{\sigma}_{yy})_F\) (instrumental \(y\) error distribution) via \(c_F^2 = (\sigma_{yy})_F / (\sigma_{xx})_F\), and regression line slope estimator, \(\hat{a}_C\), are expressed as:

\[ m_{XX} = (\hat{\sigma}_{xx})_S + (\hat{\sigma}_{xx})_F ; \quad (133a) \]
\[ m_{YY} = (\hat{a}_C)^2(\hat{\sigma}_{xx})_S + (c_F^2)(\hat{\sigma}_{xx})_F ; \quad (133b) \]
\[ m_{XY} = m_{YX} = \hat{a}_C(\hat{\sigma}_{xx})_S ; \quad (133c) \]

for further details and specification of the model refer to the parent paper [12] Chap.1, §1.3.2.

The substitution of Eqs. (132) and (133) into (120) yields:

\[ (n - 2)R_C = (n - 1)(\hat{a}_C)^2 + (c_F^2)(\hat{\sigma}_{xx})_F ; \quad (134) \]

where the variance ratio, \((c_F)^2\), may explicitly be expressed using Eqs. (132) and (133). The result is:

\[ (c_F^2) = \frac{\hat{a}_C(S_{02} - \hat{a}_C S_{11})}{\hat{a}_C S_{20} - S_{11}} ; \quad (135) \]

which, using Eq. (120) and performing some algebra, takes the equivalent form:

\[ (\hat{a}_C)^2 + (c_F^2) = \frac{\hat{a}_C(n - 2)R_C}{\hat{a}_C S_{20} - S_{11}} ; \quad (136) \]

finally, the substitution of Eq. (136) into (134) yields:

\[ (\hat{\sigma}_{xx})_F = \frac{\hat{a}_C S_{20} - S_{11}}{(n - 1)\hat{a}_C} ; \quad (137) \]

where the dependence on the variance ratio, \((c_F)^2\), has been eliminated.
In the limit of large samples ($n \gg 1$, ideally $n \to +\infty$) where, in addition, $S_{11} \neq 0$, the regression line slope variance estimator is \[12\] Chap. 1, §1.3.2:

\[
(\hat{\sigma}_{ac})^2 = \frac{1}{n-1} \left[ \frac{1}{(\hat{\sigma}_{xx})_S^2} \right] \left\{ (\hat{\sigma}_{xx})_S + (\hat{\sigma}_{xx})_F \right\} R_C - (\hat{a}_C)^2 [ (\hat{\sigma}_{xx})_F^2 ] \right\} ; \quad (138)
\]

and the substitution of Eqs. (124), (132), (133), (137), into (138) yields after some algebra:

\[
(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{n-2} \left| \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} + \frac{\hat{a}_Y - \hat{a}_C}{\hat{a}_Y} + \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \frac{1}{n-1} \left( \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} \right)^2 \right| ; \quad (139)
\]

from which the following is inferred by comparison with Eq. (56):

\[
\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) = \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \frac{1}{n-1} \left( \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} \right)^2 ; \quad (140)
\]
as listed in Table 1.

On the other hand, the regression line slope variance estimator reported in an earlier attempt \[10\] Eq. (4) therein, reads:

\[
(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{n-2} \left| \frac{(n-2)R_C}{\hat{a}_C S_{11}} + \frac{\hat{a}_C (S_{02} - \hat{a}_C S_{11})}{(c_s)^2} \frac{(n-2)R_C}{\hat{a}_C (S_{11})^2} \right| \left( \frac{n-2}{n-1} \frac{(\hat{a}_C)^2}{(S_{11})^2} \left( \frac{S_{02} - \hat{a}_C S_{11}}{(c_s)^2} \right)^2 \right) ; \quad (141)
\]

where $c_s = c$ and the counterpart of Eq. (135) holds \[7\]:

\[
\varepsilon^2 = c_s^2 = \frac{\hat{a}_C (S_{02} - \hat{a}_C S_{11})}{\hat{a}_C S_m - S_{11}} ; \quad (142)
\]

and the substitution of Eqs. (124), (142), into (141), after some algebra yields Eq. (139). Then the regression line slope variance estimator, expressed by Eq. (141), coincides with its counterpart deduced by use of the method of moment estimators, expressed by Eq. (139).
Using the method of least squares estimation, under the assumption that the entire instrumental covariance matrix is known, the regression line slope variance estimator reads [12] Chap. 1, §1.3.3:

\[
(\hat{\sigma}_{ac})^2 = \frac{1}{n-1} \frac{1}{(\hat{m}_{XX})^2} \left\{ \hat{m}_{XX} \hat{\sigma}_{vv} + (\sigma_{xx})_F \hat{\sigma}_{vv} - (\hat{\sigma}_{xx})^2 \right\} ; \tag{143}
\]

\[
\hat{\sigma}_{vv} = (\sigma_{yy})_F + \left( \hat{a}_C \right)^2 (\sigma_{xx})_F - 2\hat{a}_C (\sigma_{xy})_F ; \tag{144}
\]

\[
\hat{\sigma}_{xx} = (\sigma_{xy})_F - \hat{a}_C (\sigma_{xx})_F ; \tag{145}
\]

where \( \hat{m}_{XX} \) is the maximum likelihood estimator for \( (\sigma_{xx})_S \), \( \hat{m}_{XX} = (\hat{\sigma}_{xx})_S \).

In the special case under consideration, \( (\sigma_{yy})_F = (c_F)^2 (\sigma_{xx})_F \), \( (\sigma_{xy})_F = 0 \), Eqs. (143), (144), (145), reduce to:

\[
(\hat{\sigma}_{ac})^2 = \frac{1}{n-1} \frac{1}{(\hat{m}_{XX})^2} \left\{ \left[ \hat{m}_{XX} + (\sigma_{xx})_F \right] \hat{\sigma}_{vv} - (\hat{a}_C)^2 [ (\sigma_{xx})_F ]^2 \right\} ; \tag{146}
\]

\[
[\hat{\sigma}_{vv}]_{\text{lsc}} = C_{XU} (\hat{\sigma}_{xx})_U_{\text{mme}} ; \quad U = F, S ; \tag{149a}
\]

\[
(\hat{\sigma}_{vv})_{\text{lsc}} = C_v (\hat{\sigma}_{vv})_{\text{mme}} ; \tag{149b}
\]

if, in addition, least squares estimators are proportional to corresponding moments estimators, the following relations hold:

\[
\left[ (\hat{\sigma}_{xx})_U \right]_{\text{lsc}} = C_{XU} [ (\hat{\sigma}_{xx})_U ]_{\text{mme}} ; \quad U = F, S ; \tag{149a}
\]

where \( C_{XU} \), \( C_v \), are constants and the indices, lsc, mme, mean least squares estimators and methods of moments estimators, respectively.

The substitution of Eq. (149) into (146) yields:

\[
(\hat{\sigma}_{ac})^2 = \frac{1}{n-1} \frac{1}{(\hat{m}_{XX})^2} \left\{ \left[ C_{Xs} (\hat{\sigma}_{xx})_S + C_{Xf} (\hat{\sigma}_{xx})_F \right] C_v [ (\hat{\sigma}_c)^2 + (c_F)^2 ] \right\}
\]

\[
\times \left( \hat{\sigma}_{xx} \right)_F - (\hat{a}_C)^2 [ (\sigma_{xx})_F ]^2 \right\} ; \tag{150}
\]

where the index, mme, has been omitted for simplifying the notation.

The substitution of Eq. (134) into (150) produces:

\[
(\hat{\sigma}_{ac})^2 = \frac{1}{n-1} \frac{1}{(\hat{m}_{XX})^2} \left\{ \left[ \frac{C_v}{C_{Xs}} (\hat{\sigma}_{xx})_S + \frac{C_{Xf}}{C_{Xs}} (\hat{\sigma}_{xx})_F \right] \right\}
\]

\[
\times \left\{ \frac{n-2}{n-1} \hat{R}_C - (\hat{a}_C)^2 \frac{(C_{Xf})^2}{(C_{Xs})^2} [ (\hat{\sigma}_{xx})_F ]^2 \right\} ; \tag{151}
\]}
where the estimators, \((\hat{\sigma}_{xx})_F\) and \((\hat{\sigma}_{xx})_S\), are expressed by Eqs. (132), (133), (135), (137). Accordingly, the explicit expression of Eq. (151) after some algebra reads:

\[
(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{(S_{11})^2} \left\{ \frac{C_v}{C_{Xs}} \left[ \frac{S_{11}}{\hat{a}_C} + \frac{C_{Xf}}{C_{Xs}} \frac{S_{02} - \hat{a}_CS_{11}}{(c_f)^2} \right] \frac{n - 2}{n - 1} R_C - \frac{(C_{Xf})^2}{(C_{Xs})^2} \frac{(\hat{a}_C)^2}{n - 1} \left[ \frac{S_{02} - \hat{a}_CS_{11}}{(c_f)^2} \right]^2 \right\};
\]

where the restrictive assumptions:

\[
\frac{C_{Xf}}{C_{Xs}} = 1 ; \quad \frac{C_v}{C_{Xs}} = \frac{n - 1}{n - 2} ;
\]

make Eq. (152) reduce to:

\[
(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{(S_{11})^2} \left\{ \left[ \frac{S_{11}}{\hat{a}_C} + \frac{S_{02} - \hat{a}_CS_{11}}{(c_f)^2} \right] R_C - \frac{(\hat{a}_C)^2}{n - 1} \left[ \frac{S_{02} - \hat{a}_CS_{11}}{(c_f)^2} \right]^2 \right\};
\]

which formally coincides with the result of an earlier attempt where \(c_S = c\) appears instead of \(c_F\) [10] Eq. (4) therein.

Finally, the substitution of Eqs. (124) and (135) into (154) yields after some algebra:

\[
(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{(S_{11})^2} \left[ \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} + \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \frac{1}{n - 1} \left( \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} \right)^2 \right];
\]

from which the following is inferred by comparison with Eq. (56):

\[
\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) = \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \frac{1}{n - 1} \left( \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} \right)^2 ;
\]

as listed in Table 1.


\[
(\hat{\sigma}_{ac})^2 = \frac{(\hat{a}_C)^2}{(S_{11})^2} \left\{ \frac{(n - 2)R_C}{\hat{a}_CS_{11}} \right. \\
+ \frac{1}{n - 1} \frac{(\hat{a}_C)^2}{(\hat{a}_C)^2 + c^2} \left[ 1 - \frac{n - 2}{n - 1} \frac{(\hat{a}_C)^2}{(\hat{a}_C)^2 + c^2} \right] \left[ \frac{(n - 2)R_C}{\hat{a}_CS_{11}} \right]^2 \right\};
\]
and the substitution of Eqs. (124), (142), into (157), after a lot of algebra yields:

\[
(\hat{\sigma}_{\hat{c}})^2 = \frac{(\hat{a}_c)^2}{n-2} \left\{ \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} + \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \frac{1}{n-1} \left( \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} \right)^2 \right\} ; \\
\]

from which the following is inferred by comparison with Eq. (56):

\[
\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) = \frac{1}{n-1} \left[ \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} + \frac{1}{n-1} \left( \frac{\hat{a}_C - \hat{a}_Y}{\hat{a}_Y} \right)^2 \right] ; \\
\]

as listed in Table 1.

The asymptotic expression \( (n \to +\infty) \) of Eq. (158) is obtained neglecting the terms of higher order with respect to \( 1/n \). The result is:

\[
(\hat{\sigma}_{\hat{c}})^2 = \frac{(\hat{a}_c)^2}{n-2} \left\{ \frac{\hat{a}_X - \hat{a}_C}{\hat{a}_C} \right\} ; \\
\]

which implies \( \Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) = 0 \), as listed in Table 1. The asymptotic formula, Eq. (160), coincides with an approximation reported in earlier attempts \( 23, 25 \) for \( Y \) models and makes a better approximation for \( X, C, O, R, \) and \( B \) models.

C  Data-independent residuals

Let \( u_A, u_B \), be independent random variables, \( f_A(u_A) \, du_A, f_B(u_B) \, du_B \), related distributions, \( u_A^*, u_B^* \), related expectation values, and \( \hat{u}_A, \hat{u}_B \), related estimators. The random variable, \( u = u_A u_B \), obeys the distribution, \( f(u) \, du = \int_U f_A(u_A) f_B(u_B) \, du_A \, du_B \), where \( U \) is the domain for which the product, \( u_A u_B \), equals a fixed \( u \). According to a theorem of statistics, the expectation value is \( u^* = (u_A u_B)^* = u_A^* u_B^* \) and the related estimator is \( \hat{u} = u_A \hat{u}_A \approx \hat{u}_A \hat{u}_B \).

The special case of the arithmetic mean reads \( \bar{u} = \bar{u}_A \bar{u}_B \approx \bar{u}_A \bar{u}_B \) or:

\[
\frac{1}{n} \sum_{i=1}^{n} (u_A)_i (u_B)_i \approx \frac{1}{n} \sum_{i=1}^{n} (u_A)_i \frac{1}{n} \sum_{i=1}^{n} (u_B)_i ; \\
\]
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with regard to $u_A$ and $u_B$ samples with population equal to $n$.

With these general results in mind, let Eqs. (27), (41), (60), be rewritten into the explicit form [14] Eqs. (A4)-(A6) therein:

$$\sigma_{\alpha Y}^2 = \frac{1}{(S_{20})^2} \sum_{i=1}^{n} \left\{ (X_i - \bar{X})^2 [(Y_i - \bar{Y}) - \hat{a}_Y (X_i - \bar{X})]^2 \right\} ; \quad (162)$$

$$\sigma_{\alpha X}^2 = \frac{1}{(S_{11})^2} \sum_{i=1}^{n} \left\{ (Y_i - \bar{Y})^2 [(Y_i - \bar{Y}) - \hat{a}_X (X_i - \bar{X})]^2 \right\} ; \quad (163)$$

$$\sigma_{\alpha X \alpha Y} = \frac{1}{S_{20} S_{11}} \sum_{i=1}^{n} \left\{ (X_i - \bar{X})(Y_i - \bar{Y}) [(Y_i - \bar{Y}) - \hat{a}_Y (X_i - \bar{X})]^2 \right\} \times [\bar{Y} (Y_i - \bar{Y}) - \hat{a}_X (X_i - \bar{X})] ; \quad (164)$$

where (dimensional) residuals related to $Y$ and $X$ models are enclosed in square brackets via Eqs. (24) and (38), respectively.

If residuals are independent of coordinates of observed points, $P_i = (X_i, Y_i), 1 \leq i \leq n$, then the particularization of Eq. (161) to $u_A = (X_i - \bar{X})^2, (Y_i - \bar{Y})^2, (X_i - \bar{X})(Y_i - \bar{Y}); u_B = [(Y_i - \bar{Y}) - \hat{a}_Y (X_i - \bar{X})]^2, [(Y_i - \bar{Y}) - \hat{a}_X (X_i - \bar{X})]^2, [(Y_i - \bar{Y}) - \hat{a}_Y (X_i - \bar{X})][(Y_i - \bar{Y}) - \hat{a}_X (X_i - \bar{X})]$; respectively, makes Eqs. (162)-(164) reduce to:

$$\sigma_{\alpha Y}^2 = \frac{1}{n (S_{20})^2} \sum_{i=1}^{n} (X_i - \bar{X})^2 \sum_{i=1}^{n} [(Y_i - \bar{Y}) - \hat{a}_Y (X_i - \bar{X})]^2 ; \quad (165)$$

$$\sigma_{\alpha X}^2 = \frac{1}{n (S_{11})^2} \sum_{i=1}^{n} (Y_i - \bar{Y})^2 \sum_{i=1}^{n} [(Y_i - \bar{Y}) - \hat{a}_X (X_i - \bar{X})]^2 ; \quad (166)$$

$$\sigma_{\alpha X \alpha Y} = \frac{1}{n S_{20} S_{11}} \sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y}) \sum_{i=1}^{n} [(Y_i - \bar{Y}) - \hat{a}_Y (X_i - \bar{X})]^2 \times [\bar{Y} (Y_i - \bar{Y}) - \hat{a}_X (X_i - \bar{X})] ; \quad (167)$$

as outlined in an earlier attempt [14].

With regard to the above quoted Eqs. (A4)-(A6), it is worth noticing $a_Y, a_X$, are denoted as $\beta_1, \beta_2$, respectively, and $\beta_1$ has to be replaced by $(\beta_1)^{-1}$ in Eq. (A6) to get the right dimensions and to be consistent with the expression of the covariance term [14] note to Table 1 therein.
Using Eqs. (15), (23), (37), while performing some algebra, Eqs. (165)-(167) may be cast into the form:

\[(\tilde{\sigma}_{\tilde{a}_Y})^2 = \frac{(\hat{a}_Y)^2}{n} \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y}; \quad (168)\]

\[(\tilde{\sigma}_{\tilde{a}_X})^2 = \frac{(\hat{a}_X)^2}{n} \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y}; \quad (169)\]

\[\tilde{\sigma}_{\tilde{a}_Y\tilde{a}_X} = \frac{(\hat{a}_Y)^2}{n} \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y}; \quad (170)\]

which provide correct asymptotic \((n \to +\infty)\) formulae but underestimate the true regression coefficient uncertainty in samples with low \((n \approx 50)\) or weakly correlated population \([10]\).

An inspection of Table 1 shows Eq. (25) and the asymptotic \((n \to +\infty)\) expression of Eq. (39) match Eqs. (168) and (169), respectively, provided \(n\) therein is replaced by \((n - 2)\). Accordingly, Eqs. (168)-(170) translate into:

\[(\tilde{\sigma}_{\tilde{a}_Y})^2 = \frac{(\hat{a}_Y)^2}{n - 2} \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y}; \quad (171)\]

\[(\tilde{\sigma}_{\tilde{a}_X})^2 = \frac{(\hat{a}_X)^2}{n - 2} \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y}; \quad (172)\]

\[\tilde{\sigma}_{\tilde{a}_Y\tilde{a}_X} = \frac{(\hat{a}_Y)^2}{n - 2} \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y}; \quad (173)\]

which are expected to yield improved values for samples with low or weakly correlated population.

With regard to oblique regression models, the substitution of Eqs. (171)-(173) into (63) yields after some algebra:

\[(\tilde{\sigma}_{\tilde{a}_C})^2 = \frac{(\hat{a}_C)^2}{n - 2} \times \left\{ A_{XY} + \frac{2(\hat{a}_Y)^2(\hat{a}_C)^2(A_{XY})^2A_{XC}A_{CY}}{4(\hat{a}_Y)^2(\hat{a}_C)^2A_{XC}A_{CY} + [\hat{a}_Y\hat{a}_X\hat{a}_CY - (\hat{a}_C)^2A_{XC}]^2} \right\}; (174)\]

where the identity:

\[A_{XY} = A_{XU} + A_{UY} + A_{XU}A_{UY}; \quad (175)\]
may easily be verified, being \( U = C \) in the case under discussion. Accordingly, Eq. (174) may be cast under the form:

\[
(\hat{\sigma}_{\hat{c}})^2 = \frac{(\hat{\sigma}_C)^2}{n-2} \left[ A_{XC} + A_{CY} + \Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) \right] ;
\]

(176)

\[
\Theta(\hat{a}_C, \hat{a}_Y, \hat{a}_X) = A_{XC} A_{CY} \times \left\{ 1 + \frac{2(\hat{a}_Y)^2(\hat{a}_C)^2}{4(\hat{a}_Y)^2(\hat{a}_C)^2A_{XC}A_{CY} + [\hat{a}_Y \hat{a}_X A_{CY} - (\hat{a}_C)^2 A_{XC}]^2} \right\};
\]

(177)

where Eqs. (176) and (56) coincide in the limit, \( \Theta \to 0 \).

With regard to reduced major axis regression models, the substitution of Eqs. (171)-(173) into (85) yields after some algebra:

\[
(\hat{\sigma}_{\hat{a}_R})^2 = \frac{(\hat{a}_R)^2 A_{XY}}{n-2} \left( 1 + \frac{\hat{a}_Y}{\hat{a}_X} \right) ;
\]

(178)

where the identity:

\[
\frac{\hat{a}_Y}{\hat{a}_X} = \frac{1}{A_{XY} + 1};
\]

(179)

may easily be verified. Accordingly, Eq. (178) via (175) may be cast into the form:

\[
(\hat{\sigma}_{\hat{a}_R})^2 = \frac{(\hat{a}_R)^2}{n-2} \left[ A_{XR} + A_{RY} + \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) \right] ;
\]

(180)

\[
\Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) = A_{XR} A_{RY} - \frac{1}{2} \frac{(A_{XY})^2}{A_{XY} + 1} ;
\]

(181)

where Eqs. (180) and (83) coincide in the limit, \( \Theta \to 0 \).

With regard to bisector regression models, the substitution of Eqs. (171)-(173) into (103) yields after some algebra:

\[
(\hat{\sigma}_{\hat{a}_B})^2 = \frac{(\hat{a}_B)^2}{n-2} \frac{A_{XY} (\hat{a}_Y)^2}{2 (\hat{a}_Y + \hat{a}_X)^2} \left[ \frac{a_u^2 + (\hat{a}_X)^2}{a_u^2 + (\hat{a}_Y)^2} + \frac{a_u^2 + (\hat{a}_Y)^2}{a_u^2 + (\hat{a}_X)^2} (\hat{a}_X)^2 \right] ;
\]

(182)

which, using Eqs. (175) and (179), may be cast under the form:

\[
(\hat{\sigma}_{\hat{a}_B})^2 = \frac{(\hat{a}_B)^2}{n-2} \left[ A_{XB} + A_{BY} + \Theta(\hat{a}_B, \hat{a}_Y, \hat{a}_X) \right] ;
\]

(183)

\[
\Theta(\hat{a}_B, \hat{a}_Y, \hat{a}_X) = \frac{A_{XY}}{(A_{XY} + 2)^2} \left[ \frac{a_u^2 + (\hat{a}_X)^2}{a_u^2 + (\hat{a}_Y)^2} + \frac{a_u^2 + (\hat{a}_Y)^2}{a_u^2 + (\hat{a}_X)^2} (\hat{a}_X)^2 \right] + \frac{A_{XY} + A_{XB} A_{BY}}{2} ;
\]

(184)

where Eqs. (183) and (101) coincide in the limit, \( \Theta \to 0 \).
D Special cases of oblique regression

With regard to homoscedastic data, special cases of oblique regression may be considered starting from the expression of regression line slope and intercept estimators, Eqs. (54) and (55), and related variance estimators, Eqs. (56) and (57) for normal residuals or (58) and (59) for non normal residuals. As outlined in the parent paper [10], the special cases, $c \to +\infty$, $c \to 0$, $c \to 1$, correspond to errors in $X$ negligible with respect to errors in $Y$, errors in $Y$ negligible with respect to errors in $X$, and orthogonal regression, respectively. In addition, the limiting case, $c \to c_{rchm} = \sqrt{a_X a_Y}$, corresponds to reduced major-axis regression e.g., [14, 7]. An exhaustive discussion related to regression line slope and intercept estimators, can be found in an earlier attempt [7]. Finally, the limiting case, $c \to c_{bis}$, where $c_{bis}$ is expressed by Eq. (100), corresponds to bisector regression. The result is:

$$\lim_{c \to +\infty} \hat{a}_C = \hat{a}_Y ; \quad \lim_{c \to 0} \hat{a}_C = \hat{a}_X ; \quad \lim_{c \to 1} \hat{a}_C = \hat{a}_O ; \quad \lim_{c \to c_{rchm}} \hat{a}_C = \hat{a}_R ; \quad (185a)$$

$$\lim_{c \to c_{bis}} \hat{a}_C = \hat{a}_B ; \quad (185b)$$

where related models are denoted by the indices, $Y$, $X$, $O$, $R$, $B$, respectively.

Concerning regression line slope variance estimators for normal residuals, the following relations can be inferred from Eq. (56):

$$\lim_{c \to +\infty} [(\hat{\sigma}_{\hat{a}_C})_N]^2 = \frac{(\hat{a}_Y)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_Y, \hat{a}_Y, \hat{a}_X) \right] ; \quad (186)$$

$$\lim_{c \to 0}[(\hat{\sigma}_{\hat{a}_C})_N]^2 = \frac{(\hat{a}_X)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_X, \hat{a}_Y, \hat{a}_X) \right] ; \quad (187)$$

$$\lim_{c \to 1}[(\hat{\sigma}_{\hat{a}_C})_N]^2 = \frac{(\hat{a}_O)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_O}{\hat{a}_Y} + \frac{\hat{a}_O - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_O, \hat{a}_Y, \hat{a}_X) \right] ; \quad (188)$$

$$\lim_{c \to c_{rchm}} [(\hat{\sigma}_{\hat{a}_C})_N]^2 = \frac{(\hat{a}_R)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_R}{\hat{a}_Y} + \frac{\hat{a}_R - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_R, \hat{a}_Y, \hat{a}_X) \right] ; \quad (189)$$

$$\lim_{c \to c_{bis}} [(\hat{\sigma}_{\hat{a}_C})_N]^2 = \frac{(\hat{a}_B)^2}{n-2} \left[ \frac{\hat{a}_X - \hat{a}_B}{\hat{a}_Y} + \frac{\hat{a}_B - \hat{a}_Y}{\hat{a}_Y} + \Theta(\hat{a}_B, \hat{a}_Y, \hat{a}_X) \right] ; \quad (190)$$

where the function, $\Theta$, is listed in Table 1 for different methods and/or models.

A comparison between Eqs. (25), (39), and (186), (187), respectively, yields:

$$\lim_{c \to +\infty} [(\hat{\sigma}_{\hat{a}_C})_N]^2 = [(\hat{\sigma}_{\hat{a}_Y})_N]^2 ; \quad (191)$$
\[ \lim_{c \to 0^+} [\hat{\sigma}_{cX}]^2 = [\hat{\sigma}_{cX}]^2 ; \]  
(192)

and, on the other hand:

\[ \lim_{c \to 1^+} [\hat{\sigma}_{cX}]^2 = [\hat{\sigma}_{cX}]^2 ; \]  
(193)

\[ \lim_{c \to \text{cma}} [\hat{\sigma}_{cX}]^2 = [\hat{\sigma}_{cX}]^2 ; \]  
(194)

\[ \lim_{c \to \text{chis}} [\hat{\sigma}_{cX}]^2 = [\hat{\sigma}_{cX}]^2 ; \]  
(195)

by definition of orthogonal regression e.g., [8] Chap. 3, §4.4.2, reduced major-axis regression e.g., [14, 7], and bisector regression e.g., [14].

Concerning regression line intercept variance estimators for normal residuals, the following relations can be inferred from Eq. (57):

\[ \lim_{c \to +\infty} [\hat{\sigma}_{bc}]^2 = \frac{\hat{a}_Y}{n-2} \left( \frac{\hat{a}_X - \hat{a}_X \hat{b}_{11}}{\hat{a}_Y \hat{S}_{00}} + (\hat{X})^2 [\hat{\sigma}_{aY}]^2 \right) ; \]  
(196)

\[ \lim_{c \to 0} [\hat{\sigma}_{bc}]^2 = \frac{\hat{a}_Y}{n-2} \left( \frac{\hat{a}_X - \hat{a}_X \hat{b}_{11}}{\hat{a}_Y \hat{S}_{00}} + (\hat{X})^2 [\hat{\sigma}_{aY}]^2 \right) ; \]  
(197)

\[ \lim_{c \to 1} [\hat{\sigma}_{bc}]^2 = \frac{\hat{a}_Y}{n-2} \left( \frac{\hat{a}_X - \hat{a}_X \hat{b}_{11}}{\hat{a}_Y \hat{S}_{00}} + (\hat{X})^2 [\hat{\sigma}_{aY}]^2 \right) ; \]  
(198)

\[ \lim_{c \to \text{cma}} [\hat{\sigma}_{bc}]^2 = \frac{\hat{a}_Y}{n-2} \left( \frac{\hat{a}_X - \hat{a}_X \hat{b}_{11}}{\hat{a}_Y \hat{S}_{00}} + (\hat{X})^2 [\hat{\sigma}_{aY}]^2 \right) ; \]  
(199)

\[ \lim_{c \to \text{chis}} [\hat{\sigma}_{bc}]^2 = \frac{\hat{a}_Y}{n-2} \left( \frac{\hat{a}_X - \hat{a}_X \hat{b}_{11}}{\hat{a}_Y \hat{S}_{00}} + (\hat{X})^2 [\hat{\sigma}_{aY}]^2 \right) ; \]  
(200)

due to Eqs. (185) and (191)-(195).

A comparison between Eqs. (26), (40), and (196), (197), respectively, yields:

\[ \lim_{c \to +\infty} [\hat{\sigma}_{bc}]^2 = [\hat{\sigma}_{bc}]^2 ; \]  
(201)

\[ \lim_{c \to 0} [\hat{\sigma}_{bc}]^2 = [\hat{\sigma}_{bc}]^2 ; \]  
(202)

and, on the other hand:

\[ \lim_{c \to 1} [\hat{\sigma}_{bc}]^2 = [\hat{\sigma}_{bc}]^2 ; \]  
(203)

\[ \lim_{c \to \text{cma}} [\hat{\sigma}_{bc}]^2 = [\hat{\sigma}_{bc}]^2 ; \]  
(204)

\[ \lim_{c \to \text{chis}} [\hat{\sigma}_{bc}]^2 = [\hat{\sigma}_{bc}]^2 ; \]  
(205)
by definition of orthogonal regression e.g., [8] Chap. 3, §4.4.2, reduced major-axis regression e.g., [14, 7], and bisector regression e.g., [14].

Concerning regression line slope variance estimators for non normal residuals, the following relations can be inferred from Eq. (58):

\[
\lim_{c \to +\infty} (\hat{\sigma}_{ac})^2 = (\hat{\sigma}_{ay})^2 ;
\]

\[
\lim_{c \to +\infty} (\hat{\sigma}_{ac})^2 = (\hat{\sigma}_{ax})^2 ;
\]

\[
\lim_{c \to 0} (\hat{\sigma}_{ac})^2 = (\hat{\sigma}_{ay})^2 + (\hat{\sigma}_{ax})^2 + 2(\hat{\sigma}_{ay})^2 \hat{a}_y^2 \hat{a}_x^2 \hat{a}_{yX}^2 \left[4(\hat{a}_Y)^2 \hat{a}_n^2 + (\hat{a}_Y \hat{a}_X - \hat{a}_y^2 \hat{a}_x^2)^2\right] ;
\]

where \( a_u = 1 \) is the (dimensional) unit slope, according to their counterparts expressed in the parent paper [14] provided \( |\hat{a}_Y| \) is replaced by \( \hat{a}_Y \) therein.

On the other hand, the following relation holds:

\[
\lim_{c \to 1} (\hat{\sigma}_{ac})^2 = (\hat{\sigma}_{ax})^2 ;
\]

by definition of orthogonal regression e.g., [8] Chap. 3, §4.4.2.

The intercept variance estimators for special cases of oblique regression, are expressed by a single formula characterized by different dimensionless coefficients, \( \gamma_{1k}, \gamma_{2k} \), where \( k = 1, 2, 4, \) for Y, X, O, models, respectively [14]. The extended expressions for oblique regression, where \( k = 6 \) for C models, read:

\[
\gamma_{16} = \frac{\hat{a}_C^2}{\hat{a}_Y \left[4(\hat{a}_Y)^2 \hat{a}_n^2 + (\hat{a}_Y \hat{a}_X - \hat{a}_y^2 \hat{a}_x^2)^2\right]^{1/2}} ;
\]

\[
\gamma_{26} = \frac{\hat{a}_C \hat{a}_Y}{\left[4(\hat{a}_Y)^2 \hat{a}_n^2 + (\hat{a}_Y \hat{a}_X - \hat{a}_y^2 \hat{a}_x^2)^2\right]^{1/2}} ;
\]

which, for the above mentioned special cases, reduce to:

\[
\gamma_{11} = \lim_{c \to +\infty} \gamma_{16} = 1 ;
\]

\[
\gamma_{21} = \lim_{c \to +\infty} \gamma_{26} = 0 ;
\]

\[
\gamma_{12} = \lim_{c \to 0} \gamma_{16} = 0 ;
\]

\[
\gamma_{22} = \lim_{c \to 1} \gamma_{26} = 1 ;
\]

according to their counterparts expressed in the parent paper [14] and, in addition:

\[
\gamma_{14} = \lim_{c \to 1} \gamma_{16} = \frac{\hat{a}_O \hat{a}_n^2}{\hat{a}_Y \left[4(\hat{a}_Y)^2 \hat{a}_n^2 + (\hat{a}_Y \hat{a}_X - \hat{a}_y^2 \hat{a}_x^2)^2\right]^{1/2}} ;
\]
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\[
\gamma_{24} = \lim_{c \to +1} \gamma_{26} = \frac{\hat{a}_X \hat{a}_Y}{[4(\hat{a}_Y)^2 a_u^2 + (\hat{a}_Y \hat{a}_X - a_u^2)]^{1/2}} ; \tag{217}
\]

where \( a_u = 1 \) is the (dimensional) unit slope, according to their counterparts expressed in the parent paper [14] provided \( |\hat{a}_Y| \) is replaced by \( \hat{a}_Y \) therein.

The validity of Eqs. (212)-(217) implies the validity of the following relations:

\[
\lim_{c \to +\infty} (\hat{\sigma}_{b_i}^\alpha)^2 = (\hat{\sigma}_{b_i}^\alpha)^2 ; \tag{218}
\]
\[
\lim_{c \to 0} (\hat{\sigma}_{b_i}^\alpha)^2 = (\hat{\sigma}_{b_i}^\alpha)^2 ; \tag{219}
\]
\[
\lim_{c \to 1} (\hat{\sigma}_{b_i}^\alpha)^2 = (\hat{\sigma}_{b_i}^\alpha)^2 ; \tag{220}
\]

in the general case of non normal residuals.

The above results cannot be extended to R and B models i.e. \( k = 5, 3, \) respectively, due to use of the \( \delta \)-method for determining variance estimators [14], which implies \( \lim_{u \to u_1} (\hat{\sigma}_{b_i}^u)^2 \neq (\hat{\sigma}_{b_i}^u)^2 ; u = a, b ; U=R, B. \)

With regard to heteroscedastic data, the above results can be extended starting from the expression of regression line slope and intercept estimators, Eqs. (69) and (70) for normal residuals, which yields counterparts of Eqs. (196)-(199) where \( n(\bar{w}_x)_{pq}/(\bar{w}_x)_{00} \) appears in place of \( S_{pq} \) and \( \hat{a}'_Y = (\bar{w}_x)_{11}/(\bar{w}_x)_{20} \) in place of \( \hat{a}_Y = (\bar{w}_Y)_{11}/(\bar{w}_Y)_{20} \). A similar procedure can be used for non normal residuals, starting from Eqs. (71) and (72).

\section*{E C11 erratum}

Due to the occurrence of printing errors, Eqs. (147) and (152) in an earlier attempt [7] were lacking of a dimensionless factor and must be corrected as follows:

\[
(\hat{\sigma}_{b_i}^\alpha)^2 = \frac{2}{n - 2} \left( \frac{\lambda_{w_x}}{\lambda_{w_x}} \right)^2 \left\{ \frac{1}{(\bar{w}_x)_{20}} - \text{sgn}(\bar{w}_x)_{11} \frac{1}{\lambda_{w_x}} \right\} ; \tag{147}
\]
\[
(\hat{\sigma}_{b_i}^\alpha)^2 = \frac{2}{n - 2} \frac{S_{02}}{S_{20}} \left\{ \frac{1}{(\lambda_{S})^2} - \text{sgn}(S_{11}) \frac{1}{\lambda_{S}} \right\} ; \tag{152}
\]

which are equivalent to their alternative expressions, Eqs. (149) and (154) therein, respectively.

Sample FB09 listed in Table 2 therein has to be read as RB09.
F  A linear relation between primary elements from stellar nucleosynthesis

The composition of the interstellar medium, from which a star generation was born, remains locked in stellar atmospheres. Attention shall be restricted to primary elements i.e. those synthesized in stellar cores starting from hydrogen and helium regardless of the initial composition. Conversely, secondary elements can be synthesized only in presence of heavier (with respect to hydrogen and helium) nuclides, which are called metals in astrophysics.

The ideal situation, where a linear relation holds between primary elements in stellar atmospheres, is defined by the following assumptions.

(i) The initial stellar mass function is universal, which implies the star distribution in mass (including binary and multiple systems), normalized to unity, maintains unchanged regardless of the formation place and the formation epoch.

(ii) Gas returned after star death is instantaneously and uniformly mixed with the interstellar medium.

(iii) The yield of primary elements synthesized within a star depends only on the mass regardless of the initial composition.

(iv) Supernovae may occur as either type II \( (m > 8m_\odot) \) or type Ia \( (m \leq 8m_\odot) \).

Accordingly, the composition of the interstellar medium is due to the accretion of newly synthesized material via supernovae. With regard to a sufficiently short time step, \( \Delta t \), let \( n_1 \) and \( n_{1\Pi} \) be the number of type Ia and type II supernovae, respectively; in addition, let \( \delta m_{W1} \) and \( \delta m_{W\Pi} \) be the mean mass in the primary element, \( W \), newly synthesized and returned to the interstellar medium via type Ia and type II supernovae, respectively.

Within a time range equal to the first \( \ell \) steps, \( t_\ell - t_0 = \ell \Delta t \), the interstellar medium has been enriched by a mass in the primary element, \( W \), as:

\[
m_W = \sum_{\ell=1}^{\ell} [(n_{\Pi})_k \delta m_{W\Pi} + (n_1)_k \delta m_{W1}] = \\
= \sum_{k=1}^{\ell} (n_{\Pi})_k \delta m_{W\Pi} \left[ 1 + \frac{(n_1)_k \delta m_{W1}}{(n_{\Pi})_k \delta m_{W\Pi}} \right] ;
\]

\[ (221) \]
where $\delta m_W^I$ and $\delta m_W^{II}$ may be considered, to a good extent, as time independent.

The further assumption of time independent number ratios:

$$\frac{(n_I)_k}{(n_{II})_k} = \frac{n_I}{n_{II}}; \quad (222)$$

makes Eq. (221) reduce to:

$$m_W = \sum_{k=1}^\ell (n_{II})_k \delta m_W^{II} \left[ 1 + \frac{n_I}{n_{II}} \frac{\delta m_W^I}{\delta m_W^{II}} \right]; \quad (223)$$

which implies an abundance ratio of two generic primary elements, A and B, in stellar atmospheres i.e. interstellar medium, as:

$$\exp_{10} \frac{|A/H|}{|B/H|} \approx \phi_A - \phi_B = \frac{Z_A/(Z_A)_\odot}{Z_B/(Z_B)_\odot} - \frac{m_A}{m_B} \left(\frac{Z_B}{Z_A}\right)_\odot \left(\frac{Z_B}{Z_A}\right)_{\odot}$$

$$= \frac{\delta m_{A^{II}}}{\delta m_{B^{II}}} \left[ 1 + \frac{n_I}{n_{II}} \frac{\delta m_{A^{II}}}{\delta m_{B^{II}}} \right] \left(\frac{Z_B}{Z_A}\right)_\odot \left(\frac{Z_B}{Z_A}\right)_{\odot}; \quad (224)$$

where $|A/H|, |B/H|$, are logarithmic number abundances normalized to the solar value; $\phi_A, \phi_B$, are mass abundances normalized to the solar value; $Z_A, Z_B$, are mass abundances; values are related to the interstellar medium from which the star considered was born, with the exception of $(Z_A)_\odot, (Z_B)_\odot$, denoting solar abundances. For further details refer to the parent paper [5].

In terms of logarithmic number abundances, Eq. (224) may be cast under the form:

$$A/H = |B/H| + b; \quad (225)$$

$$b = \log \left[ \frac{\delta m_{A^{II}}}{\delta m_{B^{II}}} \left(\frac{Z_B}{Z_A}\right)_\odot \left(\frac{Z_B}{Z_A}\right)_{\odot} \right]; \quad (226)$$

which is a linear relation with unit slope. The general case:

$$|A/H| = a|B/H| + b; \quad (227)$$

could arise under different assumptions.
Figure 1: Regression lines related to Y, X, and B models, for an assigned sample. By definition, the B line bisects the angle, $\gamma$, formed between Y and X lines. The angle, $\alpha_B$, formed between B line and x axis, is the arithmetic mean of the angles, $\alpha_Y$ and $\alpha_X$, formed between Y line and x axis and between X line and x axis, respectively.
Figure 2: Regression lines related to [O/H]-[Fe/H] empirical relations deduced from two samples with heteroscedastic data, RB09 and Sa09, and three samples with homoscedastic data (using the computer code for heteroscedastic data), Fa09, cases LTE, SH0, and SH1, indicated on each panel together with related population and model captions. The regression lines related to six different methods are shown for each sample on the top right panel. For further details refer to the text.
Figure 3: Regression lines related to [O/H]-[Fe/H] empirical relations deduced from two samples with heteroscedastic data (with instrumental scatters taken equal to related typical values), RB09 and Sa09, and three samples with homoscedastic data, Fa09, cases LTE, SH0, and SH1, indicated on each panel together with related population and model captions. The regression lines related to five different methods are shown for each sample on the top right panel. For further details refer to the text.
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Abstract  
Numerical global optimization methods are often very time consuming and could not be applied for high-dimensional nonconvex/nonsmooth optimization problems. Due to the nonconvexity/nonsmoothness, directly solving the primal problems sometimes is very difficult. This paper presents a very simple but very effective canonical duality theory (CDT) unified global optimization algorithm. This algorithm has convergence is proved in this paper. More important, for this CDT-unified algorithm, numerous numerical computational results show that it is very powerful not only for solving low-dimensional but also for solving high-dimensional nonconvex/nonsmooth optimization problems, and the global optimal solutions can be easily and elegantly got with zero dual gap.

1 Introduction  
In recent years large-scale global optimization (GO) problems have drawn considerable attention. These problems have many applications, in particular in data mining, computational biology/chemistry. Numerical methods for GO are often very time consuming and could not be applied for high-dimensional nonconvex/nonsmooth optimization problems. Due to the nonconvexity/nonsmoothness, directly solving the primal problems sometimes is very difficult; however, in this paper, their prime-dual Gao-Strang
complementary problems enable us to elegantly and easily not only get the global optimal solutions of primal problems but also of canonical dual problems. The canonical duality theory (CDT) was originally developed for nonconvex/nonsmooth mechanics [7]. It is now realized that this potentially powerful theory can be used for solving a large class of nonconvex/nonsmooth GO problems [3, 9, 10, 12, 13, 14, 15] with applications to data mining clustering, sensor network problems, and molecular distance geometry problem [20], etc.. In this paper, a CDT-unified GO algorithm is presented. According to the CDT, the proof of the convergent theorem for the algorithm is very easy and clear. High-dimensional nonconvex/nonsmooth GO examples (such as the minimization problem of Rosenbrock function) are tested by the new algorithm and numerical results pleasantly show that the new algorithm has a great promise for solving some GO problems.

2 The Algorithm and its Convergence

The algorithm is established from CDT [7]. In this paper we will solve the following nonconvex GO problem [18, 16]:

\[
(P) \min_x \{P(x) = V(\Lambda(x)) - F(x) | x \in X_a\},
\]

where \(X_a \subset \mathbb{R}^n\) is a feasible space, \(V(\Lambda(x))\) is not necessarily convex with respect to \(x\) and it is a so-called canonical function satisfying

\[
V^*(\varsigma) = \text{sta}\{\langle \xi; \varsigma \rangle - V(\xi) | \xi \in V\} : \mathcal{V}^* \to \mathbb{R},
\]

\[
\varsigma = \nabla V(\xi) \iff \xi \in \nabla V^*(\varsigma) \iff V(\xi) + V^*(\varsigma) = \langle \xi; \varsigma \rangle,
\]

\(\Lambda\) is a geometrically admissible (objective) mapping from the feasible space \(X_a\) into a canonical measure space \(V\), \(F(x) = \langle x, f \rangle - \frac{1}{2} \langle x, Ax \rangle\), \(\langle *, * \rangle\) denotes a bilinear form in \(\mathbb{R}^n \times \mathbb{R}^n\), \(f \in \mathbb{R}^n\), \(A = A^T \in \mathbb{R}^{n \times n}\) are given, and \(\langle *, * \rangle\) represents a bilinear form which puts \(V\) and \(V^*\) in duality. By (2)-(3), the nonconvex function \(P(x)\) in (1) can be rewritten as

\[
\Xi(x, \varsigma) = \langle \Lambda(x); \varsigma \rangle - V^*(\varsigma) - F(x).
\]

In real applications, the objective operator \(\Lambda\) is usually a quadratic measure over a given field [7, 18] and in finite space this quadratic measure can be written as [8, 18, 16]:

\[
\Lambda(x) = \left\{ \frac{1}{2} x^T B_k x + b_k^T x + c_k = \xi_k, k = 1, 2, \ldots, m \right\} = \xi : \mathbb{R}^n \to \mathbb{R}^m,
\]

where \(B_k \in \mathbb{R}^{n \times n}\) is a symmetrical matrix, \(b_k \in \mathbb{R}^n\), \(c_k \in \mathbb{R}^1\) for each \(k = 1, 2, \ldots, m\). Denote

\[
G(\varsigma) = A + \sum_{k=1}^{m} \varsigma_k B_k : \mathbb{R}^m \to \mathbb{R}^{n \times n},
\]

\[
d(\varsigma) = f - \sum_{k=1}^{m} \varsigma_k b_k : \mathbb{R}^m \to \mathbb{R}^n,
\]
and define
\[ S_a = \{ \varsigma \in \mathbb{R}^m | d(\varsigma) \in \text{Col}(G(\varsigma)) \} , \]
\[ S_a^+ = \{ \varsigma \in S_a | G(\varsigma) \succeq 0 \} , \] (8)
(9)
where \( \text{Col}(G(\varsigma)) \) is the space spanned by the column of \( G(\varsigma) \), and \( G(\varsigma) \succeq 0 \) stands for \( G(\varsigma) \) is a semi-positive definite matrix (if \( \det G(\varsigma) = 0 \), \( G(\varsigma)^{-1} \) should be understood as the generalized inverse \[ \mathbf{8, 18, 16} \]).

The following algorithm is designed:

**Algorithm 1 - A canonical dual theory algorithm.**

**Step 1.** Call the subroutine Algorithm 2, or simply the Matlab’s `fsolve` program if dimension of problems are less than a few thousands, to solve differential equations \( \Xi(x, \varsigma)' = 0 \).

**Step 2.** Output the roots \( \bar{\varsigma}, \bar{x} \).

**Step 3.** Check whether \( \bar{\varsigma} \in S_a \) are in \( S_a^+ \); if so, then

**Step 4.** Pick up the \( \bar{x} \)s that are satisfying \( G(\bar{\varsigma})\bar{x} = d(\bar{\varsigma}) \).

**Theorem 1 (Convergence of the Algorithm)** \( \bar{x} \) generated by Algorithm 1 is the global optimal solution of \( (P) \).

**Proof.** By Theorem 3 of \[ \mathbf{15} \] and its reference \[ \mathbf{6} \] we know that \( \bar{x} \) generated by Algorithm 1 is a global optimal solution of \( (P) \). 

The powerful of this simple algorithm can be easily demonstrated by easily and effectively solving the following benchmark test problems of GO, even calculated by hands on paper.

**Example 1.** (Two-dimensional Rosenbrock function) \( P(x) = (x_1 - 1)^2 + 100(x_2 - x_1^2)^2 \).

**Solution.** \( \Xi(x, \varsigma) = (x_1 - 1)^2 + (x_1^2 - x_2) \varsigma - \frac{1}{100} \varsigma^2 \) and \( S_a^+ = \{ \varsigma \in \mathbb{R}^1 | \varsigma > -1 \} \) are got. Let \( \Xi(x, \varsigma)' = 0 \) a critical point \( (\bar{x}_1, \bar{x}_2, \bar{\varsigma}) = (1, 1, 0) \) is got. We easily know \( \bar{\varsigma} = 0 \in S_a^+ \) and satisfying \( G(\bar{\varsigma})\bar{x} = f = d(\bar{\varsigma}) \). Thus, \( (\bar{x}_1, \bar{x}_2) = (1, 1) \) is a global minimum of Rosenbrock function.

**Example 2.** (Two-dimensional De Jong function) \( P(x) = 100(x_2 - x_1^2)^2 + (x_1 - 1)^2 + (x_2 - 1)^2 \).

**Solution.** \( \Xi(x, \varsigma) = (x_1 - 1)^2 + (x_2 - 1)^2 + (x_1^2 - x_2) \varsigma - \frac{1}{100} \varsigma^2 \) and \( S_a^+ = \{ \varsigma \in \mathbb{R}^1 | \varsigma > -1 \} \) are got. Let \( \Xi(x, \varsigma)' = 0 \) a critical point \( (\bar{x}_1, \bar{x}_2, \bar{\varsigma}) = (1, 1, 0) \) is got. We easily know \( \bar{\varsigma} = 0 \in S_a^+ \) and satisfying \( G(\bar{\varsigma})\bar{x} = f = d(\bar{\varsigma}) \). Thus, \( (\bar{x}_1, \bar{x}_2) = (1, 1) \) is a global minimal
solution.

Example 3. (Colville function) \( P(x) = 100(x_2 - x_1^2)^2 + 90(x_3^2 - x_4)^2 + (x_1 - 1)^2 + (x_3 - 1)^2 + 10.1((x_2 - 1)^2 + (x_4 - 1)^2) + 19.8(x_2 - 1)(x_4 - 1). \)

Solution. Let \( \Xi(x, \varsigma) = \) and a unique critical point \((\bar{x}_1, \bar{x}_2, \bar{x}_3, \bar{x}_4, \varsigma_1, \varsigma_2) = (1, 1, 1, 1, 0, 0)\) is got such that \((\varsigma_1, \varsigma_2) \in S^+_\varsigma\) and \(G(\varsigma) \bar{x} = d(\varsigma)\). Thus, \((\bar{x}_1, \bar{x}_2, \bar{x}_3, \bar{x}_4) = (1, 1, 1, 1)\) is a global minimal solution.

Example 4. (Two-dimensional Zakharov function) \( P(x) = x_1^2 + x_2^2 + (0.5x_1 + x_2)^2 + (0.5x_1 + x_2)^4 \).

Solution. Let \( \Xi(x, \varsigma) = 0\) and a unique critical point \((\bar{x}_1, \bar{x}_2, \varsigma) = (0, 0, 0)\) is got such that \(\varsigma \in S^+_\varsigma\), satisfying the formula \(G(\varsigma) \bar{x} = \begin{pmatrix} 5/2 \\ 1 \\ 0 \\ 0 \end{pmatrix} = f = d(\varsigma)\). Thus, \((0, 0)\) is the global optimal solution.

Example 5. (Four-dimensional Powell function) \( P(x) = (x_1 - 10x_2)^2 + 5(x_3 - x_4)^2 + (x_2 - x_3)^4 + 10(x_1 - x_4)^4 \).

Solution. Let \( \Xi(x, \varsigma) = 0\) and a unique critical point \((\bar{x}_1, \bar{x}_2, \bar{x}_3, \bar{x}_4, \varsigma_1, \varsigma_2) = (0, 0, 0, 0, 0, 0)\) is got such that \((\varsigma_1, \varsigma_2) \in S^+_\varsigma\) and \(G(\varsigma) \bar{x} = f = d(\varsigma)\). Thus, \((\bar{x}_1, \bar{x}_2, \bar{x}_3, \bar{x}_4) = (0, 0, 0, 0)\) is a global minimal solution.

Example 6. (Double Well function) \( P(x) = \frac{1}{7}(\frac{1}{2}x^2 - 2)^2 - \frac{1}{7}x \).

Solution. \( \Xi(x, \varsigma) = (\frac{1}{2}x^2 - 2)\varsigma - \frac{1}{2}\varsigma^2 - \frac{1}{2}x \) and \( S^+_\varsigma = \{\varsigma \in \mathbb{R}^1|\varsigma > 0\} \) are got. Let \( \Xi(x, \varsigma) = 0\) and three critical points of \( \Xi(x, \varsigma)\): \((\bar{x}^1, \varsigma^1) = (2.11491, 0.236417), (\bar{x}^2, \varsigma^2) = (-1.86081, -0.268701), (\bar{x}^3, \varsigma^3) = (-0.254102, -1.967772) \) are got, and a unique point \(\varsigma^1\) in \( S^+_\varsigma \) is got. Thus, \(\bar{x}^3 = 2.11491\) is the global minimal solution of the Double Well function. This can also be illuminated in Figure I.

![Figure 1: The prime double-well function.](image-url)

The canonical dual problem of Double Well function is:

\[
\max_{\varsigma > 0} -\frac{1}{8\varsigma} - \frac{1}{2}\varsigma^2 - 2\varsigma, \tag{10}
\]
which is equal to
\[
\min_{\varsigma > 0} \frac{1}{8\varsigma} + \frac{1}{2}\varsigma^2 + 2\varsigma \tag{11}
\]
that can be transferred into (but not equal to (because of the constant of \(\varsigma_0\))) (this idea is communicated from Wu C.Z.)
\[
\min t \quad \text{subject to} \quad \begin{pmatrix} \varsigma & 0.5/\sqrt{2} \\ 0.5/\sqrt{2} & t - \frac{1}{2}\varsigma_0^2 - 2\varsigma \end{pmatrix} \succeq 0 \tag{12}
\]
and solved by Semi-Definite Programming (SDP) package SeDuMi 1.3 [24] (this idea is communicated from Wu C.Z. In this whole paper, this is the single idea of other researchers). However, after 6 circles in all 33 iterations SeDuMi 1.3 died at the solution 0.2585, which is still very far from the real global optimal solution 0.236417 of the dual problem (10). This means the popular SDP package SeDuMi 1.3 has a poor performance for Double Well function minimization problem, compared with our Algorithm 1. But other strategies to solve the following dual problem of (1) are sought:
\[
\min_{G(\varsigma) \succeq 0} P^d(\varsigma) = \frac{1}{2}d(\varsigma)^T G(\varsigma)^{-1} d(\varsigma) + \sum_{k=1}^{m} \left( \frac{1}{2} \alpha_k^{-1} \varsigma_k^2 - c_k \varsigma_k \right); \tag{13}
\]
for example, one strategy is to replace (13) by the following quadratic semidefinite programming problem (QSDP)
\[
\min_{t, \varsigma} t + \frac{1}{\alpha} \varsigma^{-1}_T \varsigma + + \varsigma^T c \quad \text{subject to} \quad \begin{pmatrix} \frac{1}{\sqrt{2}} d(\varsigma) & \frac{1}{\sqrt{2}} d(\varsigma) \\ \frac{1}{\sqrt{2}} d(\varsigma) & t \end{pmatrix} \succeq 0, \tag{14}
\]
where \(\alpha, c, \varsigma\) are vectors, and some known QSDP packages can solve (14) for low-dimensional problems and for high-dimensional problems we can design QSDP algorithms by ourselves. This is one direction of algorithm design for CDT. Another direction is to efficiently and effectively get the roots of \(\Xi(x, \varsigma)' = 0\) for Algorithm 1, i.e. to solve the \(m + n\) quadratic equations (15) given as follows.

For high-dimensional nonconvex GO problems, the finite element method (FEM)-based [25] subroutine of Algorithm 1 is well designed as follows. Step 1 of Algorithm 1 is to find the roots of \(\Xi(x, \varsigma)' = 0\), i.e. the following \(m + n\) quadratic equations:
\[
\begin{cases}
\frac{1}{2}x^T B_k x + b_k^T x + c_k = \alpha_k^{-1} \varsigma_k, k = 1, 2, \ldots, m \\
G(\varsigma)x = d(\varsigma), \quad \text{i.e.} \quad (A + \sum_{k=1}^{m} \varsigma_k B_k)x = f - \sum_{k=1}^{m} \varsigma_k b_k \quad \text{(by \ \(\Xi(x, \varsigma)' = 0\)),} \\
\end{cases} \tag{15}
\]
where \(\alpha_k, k = 1, 2, \ldots, m\) are the coefficients in \(V(\Lambda(x)) = \sum_{k=1}^{m} \frac{1}{2} \alpha_k (\frac{1}{2} x^T B_k x + b_k^T x + c_k)^2\).

**Algorithm 2** - A subroutine finding roots of (15). E.g. the finite element discretized \(\Xi(x, \varsigma)'\) method if the dimension of the problem is large than a few thousands.
Firstly the minimization problem for Rosenbrock function for [15] is tested. In global optimization, the nonconvex minimization problem of Rosenbrock function is a benchmark test problem that is extensively used to test the performance of optimization algorithms and approaches. The global minimum is inside a long, deep, narrow, parabolic/banana shaped flat valley. The shallow global minimum is inside a deeply curved valley. To find the valley and to converge to the global minimum is difficult. Detailed introduction to the difficulty of the problem and the excellence as the testing problem of GO can be referred to [19].

Minimizing the Rosenbrock function:

\[
\min P(x) = \sum_{k=1}^{n-1} [100(x_k^2 - x_{k+1})^2 + (x_k - 1)^2] : x \in \mathbb{R}^n
\]  

\[
= n - 1 + \sum_{k=1}^{n-1} \frac{1}{2} \alpha_k (x_k^2 - x_{k+1})^2 + \sum_{k=1}^{n-1} x_k^2 - \sum_{k=1}^{n-1} 2x_k
\]

\[
= n - 1 + \sum_{k=1}^{n-1} \frac{1}{2} \alpha_k \left(\frac{1}{2} x^T B_k x + b_k x + c_k\right)^2 + \frac{1}{2} x^T A x - x^T f,
\]

where \(\alpha_k = 200\), \(B_k = \begin{pmatrix} 2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 2 \end{pmatrix}_{n \times n}\), \(b_k = \begin{pmatrix} 0 \\ \vdots \\ -1 \end{pmatrix}_{n \times 1}\), \(c_k = 0\), \(k = 1, \ldots, n - 1\), \(A = \begin{pmatrix} 2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 2 \end{pmatrix}_{n \times n}\), \(f = \begin{pmatrix} 2 \\ \vdots \\ 2 \end{pmatrix}_{n \times 1}\), \(m = n - 1\), and \(S_\alpha^+ = \{\varsigma_k > -1, k = 1, 2, \ldots, n - 1\}\). For Rosenbrock function, [15] is written as:

\[
\begin{cases} 
  x_k^2 - x_{k+1} = 0.005 \varsigma_k, k = 1, 2, \ldots, n - 1, \\
  2(1 + \varsigma_{k+1})x_{k+1} = 2 + \varsigma_k, k = 1, 2, \ldots, n - 3, \\
  \varsigma_{n-1} = 0, \\
  (1 + \varsigma_1)x_1 = 1, \\
  2x_{n-1} = 2 + \varsigma_{n-2},
\end{cases}
\]  

\[ (19) \]
is solved by Matlab’s \texttt{fsolve} on the Intel(R) Celeron(R) CPU 900@2.20GHz Windows Vista\textsuperscript{TM} Home Basic personal notebook computer. The initial solution for \((x; \varsigma)\) is set as \((3, \ldots, 3; 2, \ldots, 2)\) and the numerical computational results are shown in Table 1. We may see in Table 1 that the global minimal solution \((1, \ldots, 1)\) for \((1)\) can be easily and accurately got by Algorithm 1, at the same time the global maximal solution \((0, \ldots, 0)\) for \((13)\) over \(S^+_a\) can be easily and accurately got by Algorithm 1 directly too. The smart Matlab’s \texttt{fsolve} does not output any other solution in \(S/S^+_a\).

![Table 1: Results of numerical computations](image)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>n</th>
<th>Iterations</th>
<th>Calls of Equations</th>
<th>prime and dual opt soln</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6</td>
<td>42</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.0468</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>56</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.0468</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>70</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.0624</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>96</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.0780</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>112</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.1248</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>128</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.1248</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>144</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.0936</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>160</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.1404</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>320</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.2808</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>540</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.4368</td>
</tr>
<tr>
<td>40</td>
<td>8</td>
<td>720</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.6084</td>
</tr>
<tr>
<td>50</td>
<td>8</td>
<td>900</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>0.8736</td>
</tr>
<tr>
<td>60</td>
<td>8</td>
<td>1,080</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>1.0920</td>
</tr>
<tr>
<td>70</td>
<td>8</td>
<td>1,260</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>1.2948</td>
</tr>
<tr>
<td>80</td>
<td>8</td>
<td>1,440</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>1.6536</td>
</tr>
<tr>
<td>90</td>
<td>8</td>
<td>1,620</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>1.9344</td>
</tr>
<tr>
<td>100</td>
<td>8</td>
<td>1,800</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>2.2464</td>
</tr>
<tr>
<td>200</td>
<td>9</td>
<td>4,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>7.7844</td>
</tr>
<tr>
<td>300</td>
<td>9</td>
<td>6,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>15.8497</td>
</tr>
<tr>
<td>400</td>
<td>9</td>
<td>8,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>27.4250</td>
</tr>
<tr>
<td>500</td>
<td>9</td>
<td>10,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>42.4947</td>
</tr>
<tr>
<td>600</td>
<td>9</td>
<td>12,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>61.2616</td>
</tr>
<tr>
<td>700</td>
<td>9</td>
<td>14,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>88.2342</td>
</tr>
<tr>
<td>800</td>
<td>9</td>
<td>16,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>118.3736</td>
</tr>
<tr>
<td>900</td>
<td>10</td>
<td>19,800</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>170.8367</td>
</tr>
<tr>
<td>1,000</td>
<td>10</td>
<td>22,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>221.8334</td>
</tr>
<tr>
<td>2,000</td>
<td>10</td>
<td>44,000</td>
<td>((1, \ldots, 1))</td>
<td>((0, \ldots, 0))</td>
<td>1491.9</td>
</tr>
</tbody>
</table>

Chemical database clustering problem. Algorithm 1 is applied to solve the real chemical database clustering problem (34)-(35) of [27], i.e.

\[
\min P(Y_1, Y_2, \ldots, Y_n) = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{2} \alpha_{ij} ( ||Y_i - Y_j||^2 - d_{ij}^2 )^2
\]

\[
(20)
\]

\[
= \sum_{i,j=1, i<j}^{n} \frac{1}{2} \alpha_{ij} ((y_{i1} - y_{j1})^2 + (y_{i2} - y_{j2})^2 - d_{ij}^2)^2,
\]

\[
(21)
\]
where $\alpha_{ij} = \frac{1}{2d_{ij}}$ if $d_{ij}^1 \geq 10^{-12}$, $\alpha_{ij} = \frac{1}{2}$ if $d_{ij}^1 < 10^{-12}$, for all $i, j = 1, 2, \ldots, n$ ($d_{ij}$ is calculated from the original $n$ by 9 dataset [27]) and $Y_i \in \mathbb{R}^2, i = 1, 2, \ldots, n$. The Gao-Strang generalized complementary function for (21) is:

$$\Xi(Y, \varsigma) = \sum_{i,j=1,i<j}^{n} \left( ||Y_i - Y_j||^2 - d_{ij}^2 \right) \varsigma_{ij} - \frac{1}{2\alpha_{ij}} \varsigma_{ij}^2 \right)$$

(22)

Choose the SVD-reduced initial solution $Y_i^0, i = 1, 2, \ldots, n$ [27][29] and calculate $\varsigma_{ij}^0 = \alpha_{ij} (||Y_i^0 - Y_j^0||^2 - d_{ij}^2)$ as the initial solution for $\varsigma_{ij}$ in solving the following quadratic nonlinear equations of $\Xi(Y, \varsigma)'=0$:

$$\left\{ \begin{array}{ll}
2(y_{i1} - y_{j1})\varsigma_{ij} = 0, & i = 1, 2, \ldots, n - 1, j = i + 1, \ldots, n, \\
-2(y_{i1} - y_{j1})\varsigma_{ij} = 0, & i = 1, 2, \ldots, n - 1, j = i + 1, \ldots, n, \\
2(y_{i2} - y_{j2})\varsigma_{ij} = 0, & i = 1, 2, \ldots, n - 1, j = i + 1, \ldots, n, \\
-2(y_{i2} - y_{j2})\varsigma_{ij} = 0, & i = 1, 2, \ldots, n - 1, j = i + 1, \ldots, n, \\
(y_{i1} - y_{j1})^2 + (y_{i2} - y_{j2})^2 - d_{ij}^2 - \frac{1}{\alpha_{ij}} \varsigma_{ij} = 0, & i = 1, 2, \ldots, n - 1, j = i + 1, \ldots, n. \\
\end{array} \right.$$

(24)

The global optimal prime or dual solution is got and the comparison of Algorithm 1 with the SD (steepest descent) method, CG (conjugate gradient) method, BFGS (approximated Newton) method, NR (Newton-Raphson) method, and TN (truncated Newton) method T-IHN (truncated incomplete Hessian Newton) method, etc can be made. The equations (24) are illuminated to make readers to easily understand the equations. When $n = 2$, i.e. $i = 1, j = 2$ there are the following 5 quadratic equations with 5 variables (with initial value $(y_{11}^0, y_{12}^0, y_{21}^0, y_{22}^0, \varsigma_{12}^0) = (331.5590, -188.4908, 364.6889, -158.1010; 0)):

$$\left\{ \begin{array}{ll}
2(y_{11} - y_{21})\varsigma_{12} = 0, \\
-2(y_{11} - y_{21})\varsigma_{12} = 0, \\
2(y_{12} - y_{22})\varsigma_{12} = 0, \\
-2(y_{12} - y_{22})\varsigma_{12} = 0, \\
(y_{11} - y_{21})^2 + (y_{12} - y_{22})^2 - 15701874.4205486\varsigma_{12} - 2801.95239257813 = 0, \\
\end{array} \right.$$

(25)

In (24), different database of [29] has different $n$. Numerical computational results of solving (24) will be updated.

For CDT, there are two research directions for its algorithm design. One is to design the CDT algorithm to solve (13); for example, one strategy is to design the quadratic semidefinite programming (QSDP) algorithm to solve (14). Another research direction is to design the CDT algorithm to solve the special $m + n$ quadratic (non-linear) equations, with $m+n$ variables, (15); for example, Newton-type iteration algorithms, gradient-type iteration algorithms, trust-region-type iteration algorithms, non-linear finite-element-type algorithms, Hamiltonian system symplectic-type algorithms, etc are good strategy to solve (15). Researchers may design a powerful CDT algorithm along these two directions to solve (13) and (15) respectively.
3 Advantages of Solving the Dual Problem Than Solving the Prime Problem

In this section, we still use the benchmark GO test problem, minimizing the Rosenbrock function, to illuminate some advantages of solving the canonical dual problem \((13)\) compared with directly solving the prime problem \((1)\). By the CDT \cite{7,16}, the canonical dual problem of \((16)\) is:

\[
\max_{\varsigma > -1} P^d(\varsigma) = n - 1 - \sum_{k=1}^{n-1} \left[ \frac{(\varsigma_{k-1} + 2)^2}{4(\varsigma_k + 1)} + \frac{1}{400\varsigma_k^2} \right],
\]

(26)

where \(\varsigma_0 = 0\). (26) is solved by the Discrete Gradient (DG) method \cite{1}, a local search optimization solver for nonconvex and/or nonsmooth optimization problems, and the numerical computational results are listed in Tables 2-3 (where seed1 is the initial solution \((x^0;\varsigma^0) = (3, 3, \ldots, 3; -2/3, -2/3, \ldots, -2/3, 0)\) and seed2 is the initial solution \((x^0;\varsigma^0) = (100, 100, \ldots, 100; 100, 100, \ldots, 100, 0)\)).

In Tables 2-3, we may see that the dual problem (26) can be elegantly, easily, quickly and accurately solved to get its objective function value 0.00000000, compared with the prime problem (16). We may also see that (26) is convenient for MPI (Message Passing Interface) parallel computation. The successfully tested MPI code is followed:

broadcast \(n - 1\)

\[\text{call MPL\_BCAST (n - 1,1,MPI\_INTEGER, 0, MPI\_COMM\_WORLD , ierr)}\]

check for quit signal

\[\text{if ( n - 1 .le. 0 ) goto 30}\]

calculate every partials

\[\text{sum} = 0.0d0\]

\[\text{do 20 i = myid+1, n - 1, numprocs}\]

\[\text{if (i - 1 .eq. 0) then } \varsigma(0)=0\]

\[\text{sum = sum } + (\varsigma(i - 1) + 2.0)/(4 * (\varsigma(i) + 1.0)) + (1.0/400.0) * \varsigma(i) * #2\]

\[\text{20 continue}\]

\[f = \text{sum}\]

collect all the partial sums

\[\text{call MPL\_REDUCE (f,objf,1,MPI\_DOUBLE\_PRECISION, MPI\_SUM, 0, }\]

\[\text{& MPI\_COMM\_WORLD, ierr )}\]

\[\text{30 node 0 (i.e. myid = 0) prints the sums = objf}\]
This shows the advantages of solving the dual problem (13) than solving the prime problem (11). We may use maximizing the canonical dual function of Colville function (see Example 3) to illuminate this point again.

It is known that directly solving the minimizing of Colville function is difficult. But, it is very easy to solving the following canonical dual problem:

\[
\max_{\varsigma > -1} P^d(\varsigma) = 42 - \frac{1}{400} \varsigma_1^2 - \frac{1}{360} \varsigma_2^2
\]

\[
-\frac{1}{2} \begin{pmatrix}
2 & 2 + 2\varsigma_1 & 0 & 0 & 0 \\
40 + \varsigma_1 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 2 + 2\varsigma_2 & 0 \\
40 + \varsigma_2 & 0 & 0 & 19.8 & 0 \\
40 + \varsigma_1 & 0 & 0 & 0 & 20.2
\end{pmatrix}^T
\begin{pmatrix}
2 \\
40 + \varsigma_1 \\
2 \\
40 + \varsigma_2 \\
40 + \varsigma_1
\end{pmatrix},
\]

<table>
<thead>
<tr>
<th>Dimension n</th>
<th>Iterations</th>
<th>Function calls</th>
<th>Objective function value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prime</td>
<td>Dual</td>
<td>Prime</td>
<td>Dual</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>442</td>
<td>26</td>
<td>8996</td>
</tr>
<tr>
<td>4</td>
<td>3737</td>
<td>35</td>
<td>48352</td>
</tr>
<tr>
<td>5*</td>
<td>335</td>
<td>34</td>
<td>10179</td>
</tr>
<tr>
<td>6*</td>
<td>2375</td>
<td>44</td>
<td>43770</td>
</tr>
<tr>
<td>7*</td>
<td>1223</td>
<td>53</td>
<td>28009</td>
</tr>
<tr>
<td>8</td>
<td>2160</td>
<td>55</td>
<td>46792</td>
</tr>
<tr>
<td>9</td>
<td>2692</td>
<td>51</td>
<td>61017</td>
</tr>
<tr>
<td>10</td>
<td>4444</td>
<td>63</td>
<td>10179</td>
</tr>
<tr>
<td>20</td>
<td>3042</td>
<td>55</td>
<td>140924</td>
</tr>
<tr>
<td>30</td>
<td>2321</td>
<td>58</td>
<td>28009</td>
</tr>
<tr>
<td>50</td>
<td>1966</td>
<td>61</td>
<td>260701</td>
</tr>
<tr>
<td>70</td>
<td>1876</td>
<td>56</td>
<td>272919</td>
</tr>
<tr>
<td>80</td>
<td>1405</td>
<td>61</td>
<td>195156</td>
</tr>
<tr>
<td>100</td>
<td>2142</td>
<td>61</td>
<td>371963</td>
</tr>
<tr>
<td>200</td>
<td>1395</td>
<td>61</td>
<td>1394240</td>
</tr>
<tr>
<td>300</td>
<td>1308</td>
<td>60</td>
<td>882760</td>
</tr>
<tr>
<td>400</td>
<td>2085</td>
<td>66</td>
<td>1869675</td>
</tr>
<tr>
<td>500</td>
<td>1155</td>
<td>59</td>
<td>1394240</td>
</tr>
<tr>
<td>600</td>
<td>1226</td>
<td>63</td>
<td>1808285</td>
</tr>
<tr>
<td>700</td>
<td>1557</td>
<td>60</td>
<td>2134359</td>
</tr>
<tr>
<td>800</td>
<td>1398</td>
<td>61</td>
<td>2098062</td>
</tr>
<tr>
<td>900</td>
<td>716</td>
<td>65</td>
<td>1904187</td>
</tr>
<tr>
<td>1000</td>
<td>1825</td>
<td>61</td>
<td>3598608</td>
</tr>
<tr>
<td>2000</td>
<td>257</td>
<td>62</td>
<td>2087277</td>
</tr>
<tr>
<td>3000</td>
<td>3221</td>
<td>60</td>
<td>20642543</td>
</tr>
<tr>
<td>4000*</td>
<td>679</td>
<td>60</td>
<td>7581502</td>
</tr>
</tbody>
</table>

Table 2: Results of numerical experiments for seed1
Table 3: Results of numerical experiments for seed2

<table>
<thead>
<tr>
<th>Dimension n</th>
<th>Iterations</th>
<th>Function calls</th>
<th>Objective function value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prime</td>
<td>Dual</td>
<td>Prime</td>
</tr>
<tr>
<td>2</td>
<td>10013</td>
<td>24</td>
<td>227521</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>32</td>
<td>4869</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>81</td>
<td>5279</td>
</tr>
<tr>
<td>3</td>
<td>154</td>
<td>166*</td>
<td>6238</td>
</tr>
<tr>
<td></td>
<td>159</td>
<td>179*</td>
<td>7097</td>
</tr>
<tr>
<td>4</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>5</td>
<td>148</td>
<td>137</td>
<td>5682</td>
</tr>
<tr>
<td>6</td>
<td>153</td>
<td>206*</td>
<td>7137</td>
</tr>
<tr>
<td>7</td>
<td>159</td>
<td>179*</td>
<td>7097</td>
</tr>
<tr>
<td>8</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>9</td>
<td>153</td>
<td>206*</td>
<td>7137</td>
</tr>
<tr>
<td>10</td>
<td>162</td>
<td>216*</td>
<td>7491</td>
</tr>
<tr>
<td>11</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>12</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>13</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>14</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>15</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>16</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>17</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>18</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>19</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
<tr>
<td>20</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
</tr>
</tbody>
</table>

which is a simple problem of maximizing a concave function over a convex set: by watching Figure 2 $\xi = (0,0)$ is easily known as the global optimal solution.

Thus, the following optimization algorithm designed to solve the canonical dual problem (14) is very necessary.

Algorithm 3 - An optimization algorithm to solve the Quadratic Semidefinite Programming (14).

In Example 6, (11) is equal to

$$\min_{t, \xi \in \mathbb{R}} \frac{1}{2} \begin{pmatrix} t \\ \xi \end{pmatrix}^T \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} t \\ \xi \end{pmatrix} + \begin{pmatrix} 1 \\ 2 \end{pmatrix}^T \begin{pmatrix} t \\ \xi \end{pmatrix} \begin{pmatrix} \xi \\ 0.5/\sqrt{2} \end{pmatrix} \preceq 0,$$
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Figure 2: Canonical dual Colville function on $S^+_a = \{ \varsigma > -1 \}$

which can solved by Algorithm 3.
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Abstract This paper presents a canonical duality theory for solving nonconvex minimization problem of Rosenbrock function. Extensive numerical results show that this benchmark test problem can be solved precisely and efficiently to obtain global optimal solutions.
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1 Introduction

Nonconvex minimization problem of Rosenbrock function, introduced in [15], is a benchmark test problem in global optimization that has been used extensively to test performance of optimization algorithms and numerical approaches. The global minimizer of this function is located in a long, deep, narrow, parabolic/banana shaped flat valley (Figure 1).

Figure 1: 2-dimensional Rosenbrock function (www2.imm.dtu.dk/courses/02610/)
Although to find this valley is trivial for most cases, to accurately locate the
global optimal solution is very difficult by almost all gradient-type methods and some
derivative-free methods. Due to the nonconvexity, it can be easily tested that if the
initial point is chosen to be (3, 3, . . . , 3), direct algorithms are always trapped into a
local minimizer for problems with dimensions \( n = 5 \sim 7 \) as well as \( n \geq 4000 \); if the
initial point is chosen at (100, 100, . . . , 100), iterations will be stopped at a local min
with the objective function value > 47.23824896 even for a two-dimensional problem.
This paper will show that by the canonical duality theory, this well-known benchmark
problem can be solved efficiently in an elegant way.

The canonical duality theory was originally developed in nonconvex/nonsmooth
mechanics [9]. It is now realized that this potentially powerful theory can be used for
solving a large class of nonconvex/nonsmooth/discrete problems [10, 12]. In this short
research note, we will first show the nonconvex minimization problem of Rosenbrock
function can be reformulated as a canonical dual problem (with zero duality gap) and
the critical point of the Rosenbrock function can be analytically expressed in terms of
its canonical dual solutions. Both global and local extremal solutions can be identified
by the triality theorem. Extensive numerical examples and discussion are presented in
the last section.

2 Primal Problem and Its Canonical Dual

The primal problem is

\[
\begin{align*}
(P) : \quad \min \left\{ P(x) = \sum_{i=1}^{n-1} \left[ (x_i - 1)^2 + \frac{1}{2} \alpha (x_{i+1} - x_i^2)^2 \right] \mid x \in \mathcal{X} \right\},
\end{align*}
\]

where \( x = \{x_i\} \in \mathcal{X} = \mathbb{R}^n \) is a real unknown vector, \( \alpha = 2N \) and \( N \) is a given real
number. Clearly, this is a nonconvex minimization problem which could have multiple
local minimizers.

In order to use the canonical duality theory for solving this nonconvex problem, we
need to define a geometrically admissible canonical measure

\[
\xi = \{\xi_i\} = \{x_i^2 - x_{i+1}\} \in \mathcal{E}_a \subset \mathbb{R}^{n-1}.
\]
The canonical function $V : \mathcal{E}_a \rightarrow \mathbb{R}$ can be defined by

$$V(\xi) = \sum_{j=1}^{n-1} \frac{1}{2} \alpha \xi_j^2,$$

which is a convex function. The canonical dual variable $\varsigma = \xi^*$ can be defined uniquely by

$$\varsigma = \{\varsigma_j\} = \nabla V(\xi) = \{\alpha \xi_j\}.$$  

Therefore, by the Legendre transformation, the conjugate function $V^* : \mathcal{S} = \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ is obtained as

$$V^*(\varsigma) = \text{sta}\{\xi^T \varsigma - V(\xi) | \xi \in \mathcal{E}_a\} = \sum_{j=1}^{n-1} \frac{1}{2} \alpha^{-1} \varsigma_j^2.$$  

Replacing $\sum_{i=1}^{n-1} \frac{1}{2} \alpha (x_{i+1} - x_i^2)^2$ by the Legendre equality $V(\Lambda(x)) = \Lambda(x)^T \varsigma - V^*(\varsigma)$, the total complementary function $\Xi : \mathcal{X} \times \mathcal{S} \rightarrow \mathbb{R}$ is given by

$$\Xi(x, \varsigma) = \sum_{i=1}^{n-1} \left[ (x_i - 1)^2 + \varsigma_i (x_i^2 - x_{i+1}) - \frac{1}{2} \alpha^{-1} \varsigma_i^2 \right].$$  

Let $\delta^\sharp$ and $\delta^\flat$ be shifting operators such that $\delta^\sharp \varsigma_i = \varsigma_i + 1$ and $\delta^\flat \varsigma_i = \varsigma_i - 1$. We define $\delta^\flat \varsigma_1 = 0$. Then on the canonical dual feasible space

$$\mathcal{S}_a = \{\varsigma \in \mathcal{S} | \varsigma_i + 1 \neq 0 \ \forall i = 1, \ldots, n-2, \varsigma_{n-1} = 0\},$$

the canonical dual can be obtained by

$$P^d(\varsigma) = \text{sta}\{\Xi(x, \varsigma) | x \in \mathcal{X}\} = n - 1 - \sum_{i=1}^{n-1} \left[ \frac{(\delta^\flat \varsigma_i + 2)^2}{4(\varsigma_i + 1)} + \frac{1}{2} \alpha^{-1} \varsigma_i^2 \right].$$

Based on the complementary-dual principle proposed in the canonical duality theory (see [?]), we have the following result.

**Theorem 1** If $\varsigma$ is a critical point of $P^d(\varsigma)$, then the vector $\bar{x} = \{\bar{x}_i\}$ defined by

$$\bar{x}_i = \frac{\delta^\flat \varsigma_i + 2}{2(\varsigma_i + 1)}, \ i = 1, \ldots, n-1, \ \bar{x}_n = \bar{x}_{n-1}^2$$

is a critical point of $P(x)$ and

$$P(x) = \Xi(x, \varsigma) = P^d(\varsigma).$$
This theorem presents actually an “analytic” solution form to the Rosenbrock function, i.e. the critical point of the Rosenbrock function must be in the form of (9) for each dual solution $\varsigma$. The first version of this analytical solution form was presented in nonconvex variational problems in phase transitions and finite deformation mechanics [5, 6, 7]. The extremality of the analytical solution is governed by the so-called triality theory. Let

$$S^+_a = \{ \varsigma \in S_a | \varsigma_i + 1 > 0 \ \forall i = 1, \ldots, n - 1 \}, \tag{11}$$

we have the following theorem:

**Theorem 2** Suppose that $\varsigma$ is a critical point of $P^d(\varsigma)$ and the vector $\bar{x} = \{ \bar{x}_i \}$ is defined by Theorem 1.

If $\varsigma \in S^+_a$, then $\varsigma$ is a global maximal solution to the canonical dual problem on $S^+_a$, i.e.,

$$(P^d_+) : \max \{ P^d(\varsigma) | \varsigma \in S^+_a \}, \tag{12}$$

the vector $\bar{x}$ is a global minimal to the primal problem, and

$$P(\bar{x}) = \min_{x \in \mathcal{X}} P(x) = \max_{\varsigma \in S^+_a} P^d(\varsigma) = P^d(\bar{\varsigma}). \tag{13}$$

Theorem 2 shows that the canonical dual problem $(P^d_+)$ provides a global optimal solution to the nonconvex primal problem. Since $(P^d_+)$ is a concave maximization problem over a convex space which can be solved easily. This theorem is actually a special application of Gao and Strang’s general result on global minimizer in in nonconvex analysis [13].

By introducing

$$S^-_a = S / S^+_a = \{ \varsigma \in \mathbb{R}^{n-1} | \varsigma_i + 1 < 0 \ \forall i = 1, \ldots, n - 1 \}, \tag{14}$$

recently the triality theory (see [14]) leads to the following theorem.

**Theorem 3** Suppose that $\bar{\varsigma}$ is a critical point of $P^d(\varsigma)$ and the vector $\bar{x} = \{ \bar{x}_i \}$ is defined by Theorem 1.

If $\varsigma \in S^-_a$, then on a neighborhood $\mathcal{X}_o \times S_o \subset \mathcal{X} \times S^-_a$ of $(\bar{x}, \bar{\varsigma})$, we have either

$$P(\bar{x}) = \min_{x \in \mathcal{X}_o} P(x) = \min_{\varsigma \in S_o} P^d(\varsigma) = P^d(\bar{\varsigma}), \tag{15}$$

or

$$P(\bar{x}) = \max_{x \in \mathcal{X}_o} P(x) = \max_{\varsigma \in S_o} P^d(\varsigma) = P^d(\bar{\varsigma}), \tag{16}$$
The proof of this Theorem can be derived from the recent paper by Gao and Wu [14].
By the fact that the canonical dual function is a d.c. function (difference of convex functions) on $S_a^-$, the double-min duality (15) can be used for finding the biggest local minimizer of the Rosenbrock function $P(x)$, while the double-max duality (16) can be used for finding the biggest local maximizer of $P(x)$. In physics and material sciences, this pair of biggest local extremal points play important roles in phase transitions.

Because $\varsigma_{n-1} = 0$, we may know that $S_a^-$ is an empty set. Thus, by Theorem 3 in this paper we cannot find a local maximizer or minimizer on $S_a^-$ or its subset for $P^d(\varsigma)$.

3 Numerical Examples and Discussion

$(\mathcal{P})$ and $(\mathcal{P}^d_n)$ will be solved by the discrete gradient (DG) method ([2]), which is a local search optimization solver for nonconvex and/or nonsmooth optimization problems. In two dimensional space, Rosenbrock function has a long ravine with very steep walls and flat bottom; “because of the curved flat valley the optimization is zig-zagging slowly with small stepsizes towards the minimum” (en.wikipedia.org/wiki/Gradient_descent). This means any gradient method may fail to minimize the Rosenbrock function even from 2 dimensions. The DG method is a derivative-free method which can be applied for minimizing/maximizing Rosenbrock function and its dual. Numerical experiments have been carried out in Intel(R) Celeron(R) CPU 900@2.20GHz Windows Vista™ Home Basic personal notebook computer.

We try $N=100$ (when $N=10$ we find the numerical results are similar to $N = 100$), with the dimensions $n=2\sim 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000, 3000, 4000$. We first set $(3,3,\ldots,3)$ (called seed1) as the initial solution for $(\mathcal{P})$ (usually the feasible solution space is a box constrained between -2.048 and 2.048 [1, 16, 17]). Numerical results (Table 1) show that to solve the primal problem $(\mathcal{P})$, the DG method can easily and quickly get approximate global minimum solution to $\bar{x} = (1,1,\ldots,1)$ with the approximate global optimal values at $P(\bar{x}) = 0$, except for $n=5\sim 7, 4000$, where the DG method can only get a local minimum solution $\bar{x} = (-1,1,\ldots,1)$ with $P(\bar{x}) = 4$. Then we let $x_0 = (100,100,\ldots,100)$ (called seed2) be the initial solution for $(\mathcal{P})$, searched in the intervals $-500 \leq x_i \leq 500, i = 1,2,\ldots,n$. We find that the DG method was trapped into local optimal solutions but not getting any global minimum at all, even from a 2 dimensional problem (see Table 2), its objec-
tive function value is $47.23824896$. However, from Table 2 we can see that by the same DG method, the global maximum of the dual problem can be obtained very elegantly.

For $(P_d^i)$, the corresponding dimensions are $1, 9, 19, 29, 39, 49, 59, 69, 79, 89, 99, 199, 299, 399, 499, 599, 699, 799, 899, 999, 1999, 2999, 3999$. The initial solution is set as $\varsigma_0 = (-2/3, -2/3, \ldots, -2/3, 0)$ (called seed1), the constraints $\varsigma_i + 1 > 0, i = 1, 2, \ldots, n - 1$ were penalized into the objective function; by $\Xi(x, \varsigma)'_{\varsigma_n} = 0$ of formula (6), we can set the values of the last variable $\varsigma_{n-1}$ always being 0 ($> -1$). With these numerical computation settings, the DG method can easily and quickly solve all these test problems to accurately get a global maximizer $\bar{\varsigma} = (0, 0, \ldots, 0)$ with the optimal value $P_d^i(\bar{\varsigma}) = 0$ (Table 1). By the fact that the canonical dual problem $(P_d^i)$ is a concave maximization over a convex open space, the DG method was not trapped into any local optimal solution. But, for the nonconvex primal problem $(P)$ in dimensions $n=5, 7$ and 4000, the DG method was trapped into local minimizer $\bar{x} = (-1, 1, \ldots, 1)$. If we set the initial solution as $\varsigma_0 = (100, 100, \ldots, 100, 0)$ (called seed2) and repeat the calculations, our numerical results (Table 2) show again that the canonical dual problem can be easily and quickly solved by the DG method to accurately get the global maximizer $\bar{\varsigma} = (0, 0, \ldots, 0)$ with the optimal solution $P_d^i(\bar{\varsigma}) = 0$ for dimensions $n = 1 \sim 9, 19, 29, 39, 49, 59, 69, 79, 89, 99, 199, 299, 399, 499, 599, 699, 799, 899, 999, 1999$.

The comparisons between $(P)$ and $(P_d^i)$ in view of total number of iterations and total number of objective function evaluations (i.e. function calls) are listed in Tables 1-2. Compared with $(P_d^i)$, the approximate global and local optimal solutions and their optimal objective function values of $(P)$ are not accurate, and even cannot be obtained if the initial iteration is set to be $x_0 = (100, 100, \ldots, 100)$. In Table 1, we can see that the total number of iterations and function calls for $(P)$ are always greater than those for $(P_d^i)$. This means that $(P_d^i)$ costs less computer calculations than $(P)$, though $(P_d^i)$ still can get accurate global optimal solutions and the global optimal objective function value. The initial solutions $x_0 = (100, 100, \ldots, 100)$ and $\varsigma_0 = (100, 100, \ldots, 100, 0)$ respectively for $(P)$ and $(P_d^i)$ are not practical for real numerical tests so that the total number of iterations and function calls of $(P)$ are sometimes less than those of $(P_d^i)$. Regarding the CPU times for solving $(P_d^i)$ with $n = 4000$, the largest CPU time for seed1 is 206.3581 seconds (i.e. 3.4393 minutes).

**Example 1.** Let $n = 4$ (four dimensions). The global minimizer is known to be
Table 1: Results of numerical experiments for \((P)\) and \((P^d)\): \(N = 100\), seed1

<table>
<thead>
<tr>
<th>Dimension (n)</th>
<th>Iterations ((P))</th>
<th>Function calls ((P))</th>
<th>Objective function value ((P))</th>
<th>Function calls ((P^d))</th>
<th>Objective function value ((P^d))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((P)) ((P^d)) ((P)) ((P^d)) ((P)) ((P^d))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>24</td>
<td>283</td>
<td>28</td>
<td>0.00001073</td>
</tr>
<tr>
<td>3</td>
<td>422</td>
<td>26</td>
<td>8996</td>
<td>137</td>
<td>0.00401438</td>
</tr>
<tr>
<td>4</td>
<td>3737</td>
<td>35</td>
<td>48352</td>
<td>202</td>
<td>0.00615273</td>
</tr>
<tr>
<td>5*</td>
<td>335</td>
<td>34</td>
<td>10179</td>
<td>399</td>
<td>3.96077434</td>
</tr>
<tr>
<td>6*</td>
<td>2375</td>
<td>44</td>
<td>43770</td>
<td>868</td>
<td>4.00635895</td>
</tr>
<tr>
<td>7*</td>
<td>1223</td>
<td>53</td>
<td>28009</td>
<td>1625</td>
<td>4.09419146</td>
</tr>
<tr>
<td>8</td>
<td>2160</td>
<td>55</td>
<td>46792</td>
<td>2100</td>
<td>0.01246714</td>
</tr>
<tr>
<td>9</td>
<td>2692</td>
<td>51</td>
<td>61017</td>
<td>2526</td>
<td>0.01397307</td>
</tr>
<tr>
<td>10</td>
<td>4444</td>
<td>63</td>
<td>91470</td>
<td>3979</td>
<td>0.01055630</td>
</tr>
<tr>
<td>20</td>
<td>3042</td>
<td>55</td>
<td>140924</td>
<td>10084</td>
<td>0.00940077</td>
</tr>
<tr>
<td>30</td>
<td>2321</td>
<td>58</td>
<td>133980</td>
<td>20515</td>
<td>0.01075478</td>
</tr>
<tr>
<td>40</td>
<td>1659</td>
<td>60</td>
<td>173795</td>
<td>26818</td>
<td>0.01227866</td>
</tr>
<tr>
<td>50</td>
<td>2032</td>
<td>57</td>
<td>219233</td>
<td>36459</td>
<td>0.01531147</td>
</tr>
<tr>
<td>60</td>
<td>1966</td>
<td>61</td>
<td>260701</td>
<td>50495</td>
<td>0.01264147</td>
</tr>
<tr>
<td>70</td>
<td>1876</td>
<td>56</td>
<td>272919</td>
<td>52545</td>
<td>0.01531147</td>
</tr>
<tr>
<td>80</td>
<td>1405</td>
<td>61</td>
<td>195156</td>
<td>59684</td>
<td>0.01594730</td>
</tr>
<tr>
<td>90</td>
<td>2142</td>
<td>61</td>
<td>371963</td>
<td>71320</td>
<td>0.01055831</td>
</tr>
<tr>
<td>100</td>
<td>2676</td>
<td>60</td>
<td>510722</td>
<td>70208</td>
<td>0.01125514</td>
</tr>
<tr>
<td>200</td>
<td>1395</td>
<td>61</td>
<td>653604</td>
<td>188589</td>
<td>0.01115318</td>
</tr>
<tr>
<td>300</td>
<td>1368</td>
<td>60</td>
<td>882760</td>
<td>235163</td>
<td>0.01574873</td>
</tr>
<tr>
<td>400</td>
<td>2085</td>
<td>66</td>
<td>1869675</td>
<td>301805</td>
<td>0.00928066</td>
</tr>
<tr>
<td>500</td>
<td>1155</td>
<td>59</td>
<td>1394240</td>
<td>358938</td>
<td>0.01168440</td>
</tr>
<tr>
<td>600</td>
<td>1226</td>
<td>63</td>
<td>1808285</td>
<td>451817</td>
<td>0.00918730</td>
</tr>
<tr>
<td>700</td>
<td>1557</td>
<td>60</td>
<td>2134359</td>
<td>559378</td>
<td>0.01257100</td>
</tr>
<tr>
<td>800</td>
<td>1398</td>
<td>61</td>
<td>2098062</td>
<td>522726</td>
<td>0.01442714</td>
</tr>
<tr>
<td>900</td>
<td>716</td>
<td>65</td>
<td>1904187</td>
<td>763449</td>
<td>0.01074534</td>
</tr>
<tr>
<td>1000</td>
<td>1825</td>
<td>61</td>
<td>3598608</td>
<td>681509</td>
<td>0.00897202</td>
</tr>
<tr>
<td>2000</td>
<td>257</td>
<td>62</td>
<td>2087277</td>
<td>1455472</td>
<td>0.00937219</td>
</tr>
<tr>
<td>3000</td>
<td>3221</td>
<td>60</td>
<td>20642543</td>
<td>2714296</td>
<td>0.01250373</td>
</tr>
<tr>
<td>4000*</td>
<td>679</td>
<td>60</td>
<td>7581502</td>
<td>3659292</td>
<td>4.11193171</td>
</tr>
</tbody>
</table>
Table 2: Results of numerical experiments for \((P)\) and \((P^d_+)\): \(N = 100, \text{seed2}\)

<table>
<thead>
<tr>
<th>Dimension (n)</th>
<th>Iterations</th>
<th>Function calls</th>
<th>Objective function value</th>
<th>(\bar{x}) = (1, 1, 1, 1) and (P(\bar{x}) = 0).</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10013</td>
<td>24</td>
<td>227521</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>47.23824896</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>3</td>
<td>144</td>
<td>32</td>
<td>4869</td>
<td>235</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>96.49814330</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>4</td>
<td>144</td>
<td>81</td>
<td>5279</td>
<td>938</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82.46230602</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>5</td>
<td>148</td>
<td>137</td>
<td>5682</td>
<td>1768</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>94.19254867</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>6</td>
<td>154</td>
<td>166*</td>
<td>6238</td>
<td>2590</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>88.84382963</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>7</td>
<td>159</td>
<td>179*</td>
<td>7097</td>
<td>3288</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>237.63078399</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>8</td>
<td>165</td>
<td>202*</td>
<td>7502</td>
<td>4300</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>238.41126013</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>9</td>
<td>153</td>
<td>206*</td>
<td>7137</td>
<td>5083</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.54205412</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>10</td>
<td>162</td>
<td>216*</td>
<td>7491</td>
<td>5920</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.23094398</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>20</td>
<td>225</td>
<td>285*</td>
<td>19111</td>
<td>17458</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.94779152</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>30</td>
<td>216</td>
<td>301*</td>
<td>20939</td>
<td>28543*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>156.95838274</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>40</td>
<td>163</td>
<td>291*</td>
<td>19775</td>
<td>40444*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.30960344</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>50</td>
<td>158</td>
<td>298*</td>
<td>33269</td>
<td>51888*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>85.93091895</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>60</td>
<td>158</td>
<td>312*</td>
<td>34094</td>
<td>61767*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89.07412094</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>70</td>
<td>162</td>
<td>284*</td>
<td>35436</td>
<td>69865*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>92.45725362</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>80</td>
<td>209</td>
<td>297*</td>
<td>35607</td>
<td>89127*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>157.69955825</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>90</td>
<td>227</td>
<td>294*</td>
<td>60398</td>
<td>98748*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82.44035053</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>100</td>
<td>202</td>
<td>290*</td>
<td>57792</td>
<td>102796*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>81.94595276</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>200</td>
<td>1826</td>
<td>262</td>
<td>436413</td>
<td>189293</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.77165551</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>300</td>
<td>195</td>
<td>259*</td>
<td>169238</td>
<td>261320*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>152.95671738</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>400</td>
<td>195</td>
<td>278*</td>
<td>212104</td>
<td>375816*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82.42953919</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>500</td>
<td>190</td>
<td>297*</td>
<td>331637</td>
<td>522695*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82.40170647</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>600</td>
<td>292</td>
<td>303*</td>
<td>431092</td>
<td>559068*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>150.15456693</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>700</td>
<td>189</td>
<td>275*</td>
<td>383735</td>
<td>758631*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89.14575473</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>800</td>
<td>198</td>
<td>270*</td>
<td>429674</td>
<td>701053*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.50538257</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>900</td>
<td>198</td>
<td>280*</td>
<td>416150</td>
<td>867398*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>85.32757049</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>1000</td>
<td>193</td>
<td>283*</td>
<td>445326</td>
<td>930761*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89.48369379</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
<tr>
<td>2000</td>
<td>232</td>
<td>310*</td>
<td>1123240</td>
<td>2030104*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.26810981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000000</td>
</tr>
</tbody>
</table>

Solution: By using the DG method for both primal problem \((P)\) and its canonical
dual \((P_+^d)\), we have the numerical solutions
\[
\bar{x} = (1.0166873133, 1.0337174892, 1.0687306765, 1.1425101552), \quad P(\bar{x}) = 0.00615273,
\]
\[
\bar{\varsigma} = (0.0000000119, 0.0000000000, 0.0000000000), \quad P_+^d(\bar{\varsigma}) = 0.00000000.
\]
This shows that the canonical dual problem provides more accurate solution.

**Example 2.** For dimension \(n = 5\), the Rosenbrock function has exactly two minima, one is the global optimal solution \((1, 1, 1, 1, 1)\) with global optimal minimum value 0, and another minimum is a local minimum near \((-1, 1, 1, 1, 1)\) with local optimal minimum value 4.

**Solution:** By the DG method, the primal solution is
\[
\bar{x} = (-0.9856129203, 0.9814803343, 0.9682775584, 0.9398661046, 0.8840549028)
\]
with \(P(\bar{x}) = 3.96077434\). Clearly, this is a local minimizer. While the canonical dual problem produces accurately a global optimal solution
\[
\bar{\varsigma} = (0.0000004388, 0.0000006036, 0.0000000000, 0.0000000000), \quad P_+^d(\bar{\varsigma}) = 0.
\]

**Example 3.** For \(n = 6\) (six dimensions), the Rosenbrock function has exactly two minima, i.e., the global optimal solution
\[
\bar{x}_1 = (1, 1, 1, 1, 1, 1), \quad P(\bar{x}_1) = 0,
\]
and local minimal solution
\[
\bar{x}_2 = (-1, 1, 1, 1, 1, 1), \quad P(\bar{x}_2) = 4.
\]

**Solution:** To solve the primal problem directly, the DG method can only provide local solution
\[
\bar{x} = (-0.9970726441, 1.0041582933, 1.0133158817, 1.0292928527, 1.0607123926, 1.1258344785)
\]
with \(P(\bar{x}) = 4.00635895\). For the canonical dual problem, the DG method produces
\[
\bar{\varsigma} = (0.00000001747, -0.0000000559, 0.0000005919, 0.0000000000, 0.0000000000),
\]
\[
P_+^d(\bar{\varsigma}) = 0.
\]
Example 4. Similarly, if $n = 7$, the test problem has the same global optimal solution
\[ \bar{x}_1 = (1, 1, 1, 1, 1, 1, 1), \quad P(\bar{x}_1) = 0 \]

and the local minimal solution
\[ \bar{x}_2 = (-1, 1, 1, 1, 1, 1, 1), \quad P(\bar{x}_2) = 4. \]

Solution: By the DG method, we have
\[ \bar{x} = (-1.0003403494, 1.0106728675, 1.0264433859, 1.0561180077, \\ 1.116807274, 1.2483026410, 1.5594822181), \]
\[ P(\bar{x}) = 4.09419146, \]
\[ \bar{\zeta} = (-0.0000001431, -0.0000011147, -0.0000010643, -0.0000003284, \\ 0.0000000000, 0.0000000000), \]
\[ P^d_+ (\bar{\zeta}) = 0. \]

This shows again that the DG iterations for solving the primal problem is trapped to a local min.

Example 5. Now we let $n = 4000$. The Rosenbrock function has many minima. The global optimal solution is still $\bar{x}_1 = (1, \ldots, 1)$ with $P(\bar{x}) = 0$. One of local minima is nearby the point $\bar{x}_2 = (-1, 1, \ldots, 1)$ with $P(\bar{x}_2) = 4$.

Solution: Again, by the DG method, the primal iteration is trapped at
\[ \bar{x} = (-0.9932861006, 0.9966510741, \ldots, 1.3122885708, 1.7233744896), \quad P(\bar{x}) = 4.11193171. \]

The conical dual solution is
\[ \bar{\zeta} = (-0.0000000314, -0.0000000040, -0.0000000437, \ldots, \\ -0.0000000281, 0.0000000008, -0.0000000214, 0.0000000000, 0.0000000000), \]
which produce precisely the optimal value $P^d_+ (\bar{\zeta}) = 0$. Indeed, as long as $n \geq 5$, the DG method is always trapped into the local minimizer $\bar{x} = (-1, 1, \ldots, 1)$ if the initial solution is set to be $x_0 = (-1.0005, 1.0005, \ldots, 1.0005)$. 

It is worth to note that both $P(x)$ and $P^d(\varsigma)$ are the sum of $n-1$ items. This is convenient for MPI (Message Passing Interface) parallel computations. We may broadcast (MPI_Bcast) the sum to $n-1$ processes, each process calculates one item, and at last all the partials are reduced (MPI_Reduce) onto one process to get the sum. Thus on Tambo machines of VLSCI (http://www.vlsci.unimelb.edu.au) we should be able to successfully solve (1) and (12) with at least $3.2767 \times 10^7$ variables if setting the maximal variables for the DG method to be 4000 (though the DG method and its parallelization version ([3]) can solve optimization problems with more than 4000 variables). The successfully tested MPI code is followed:

```fortran
broadcast n - 1

call MPI_BCAST (n - 1,1,MPI_INTEGER, 0, MPI_COMM_WORLD , ierr)

check for quit signal

if ( n - 1 .le. 0 ) goto 30

calculate every partials

sum = 0.0d0

do 20 i = myid+1, n - 1, numprocs

    sum = sum + (x(i) - 1.0) ** 2 + 100.0 * (x(i) ** 2 - x(i + 1)) ** 2

20 continue (for $P(x)$)

do 20 i = myid+1, n - 1, numprocs

    if ( i - 1 .eq. 0) then $\varsigma(0)=0$

    sum = sum + ($\varsigma(i-1) + 2.0)/(4 \times (\varsigma(i) + 1.0)) + (1.0/400.0) \times \varsigma(i) ** 2

20 continue (for $P^d(\varsigma)$)

f = sum

collect all the partial sums

call MPI_REDUCE (f, objf,1,MPI_DOUBLE_PRECISION, MPI_SUM, 0,
& MPI_COMM_WORLD, ierr )

30 node 0 (i.e. myid = 0) prints the sums = objf
```
4 Conclusion

This research note demonstrates a powerful application of the canonical duality theory for solving the nonconvex minimization problem of Rosenbrock function. Extensive numerical computations show that by using the same DG method, the canonical dual problem can be easily solved to produce global solutions.
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Abstract

In this part of the series five-dimensional tangent vectors are introduced first as equivalence classes of parametrized curves and then as differential-algebraic operators that act on scalar functions. I then examine their basic algebraic properties and their parallel transport in the particular case where space-time possesses a special local symmetry. After that I give definition to five-dimensional tangent vectors associated with dimensional curve parameters and show that they can be identified with the five-vectors introduced formally in part I. In conclusion I speak about differential forms associated with five-vectors.

1. Five-vectors as equivalence classes of parametrized curves

A. Definition

Consider a set \( \mathcal{R} \) of all smooth parametrized curves going through a fixed space-time point \( Q \). I will label these curves with calligraphic capital Roman letters: \( A, B, C, \) etc. The parameter of curve \( A \) will be denoted as \( \lambda_A \).

If \( f \) is a real scalar function defined in the vicinity of \( Q \), one can evaluate its derivative at \( Q \) along a given curve \( A \):

\[
\frac{df(P(\lambda_A))}{d\lambda_A} \bigg|_{\lambda_A = \lambda_A(Q)}
\]

and I will denote this derivative as \( \partial_A f|_Q \).

Let us focus our attention on the behaviour of curves in the infinitesimal vicinity of \( Q \). From that point of view, \( \mathcal{R} \) can be divided into classes of equivalent curves that coincide in direction or in direction and parametrization. One can consider three degrees to which two given curves, \( A \) and \( B \), may coincide:

1. The two curves come out of \( Q \) in the same direction. A more precise formulation is the following: there exists a real positive number \( a \) such that for any scalar function \( f \)

\[
\partial_A f|_Q = a \cdot \partial_B f|_Q.
\]

(1)

2. The two curves come out of \( Q \) in the same direction and in the vicinity of \( Q \) their parameters change with equal rates. More precisely: for any scalar function \( f \)

\[
\partial_A f|_Q = \partial_B f|_Q.
\]

(2)

3. The two curves come out of \( Q \) in the same direction; their parameters change with equal rates in the vicinity of \( Q \); and the values of these parameters at \( Q \) are the same. This means that

\[
\lambda_A(Q) = \lambda_B(Q)
\]

(3a)

and for any scalar function \( f \)

\[
\partial_A f|_Q = \partial_B f|_Q.
\]

(3b)

It is a simple matter to check that relations (1), (2) and (3) are all equivalence relations on \( \mathcal{R} \), and for each of them one can consider the corresponding quotient set—the set whose elements are classes of equivalent curves.

Relation (1) is of no interest to us and I will not consider it any further.

The elements of the quotient set corresponding to relation (2) will be denoted with capital boldface Roman letters: \( A, B, C, \) etc. According to relation (2), the derivative of any scalar function \( f \) at \( Q \) is the same for all curves belonging to a given class \( A \), so it makes sense to introduce the notation \( \partial_A f|_Q \).

In a natural way, one can define the addition of two equivalence classes \( A \) and \( B \): \( A + B \) is such an equivalence class that for any scalar function \( f \) one has

\[
\partial_{A+B} f|_Q = \partial_A f|_Q + \partial_B f|_Q.
\]
It is easy to prove that such a sum exists for any pair of equivalence classes.

In a similar manner one can give definition to the product of an equivalence class \( A \) and a real number \( k \): \( kA \) is such an equivalence class that
\[
\partial_k A f|_Q = k \cdot \partial A f|_Q
\]
for any scalar function \( f \). Again, one can verify that \( kA \) exists for any \( A \) and any \( k \).

With thus defined addition and multiplication by a real number, the set of all equivalence classes corresponding to relation (2) becomes a vector space. This space is four-dimensional, and I will denote it as \( V_4 \). As it will be discussed in section 2, the elements of \( V_4 \) can be identified with four-dimensional tangent vectors, so in the following I will refer to them as to four-vectors.

Let us now turn to the quotient set associated with relation (3). Its elements will be denoted with lowercase boldface Roman letters: \( a, b, c, \) etc. As in the case of four-vectors, one can introduce the notation \( \partial a f|_Q \) for the common value of the derivatives of any scalar function \( f \) along the curves belonging to a given equivalence class \( a \). Similarly, the common value of the parameters of all these curves at \( Q \) will be denoted as \( \lambda_a(Q) \).

One can now give the following definitions to the sum of two equivalence classes \( a \) and \( b \) and to the product of an equivalence class \( a \) and a real number \( k \): \( a + b \) and \( ka \) are such equivalence classes that
\[
\lambda_{a+b}(Q) = \lambda_a(Q) + \lambda_b(Q), \quad \lambda_{ka}(Q) = k \cdot \lambda_a(Q)
\]
and for any scalar function \( f \)
\[
\partial_{a+b} f|_Q = \partial_a f|_Q + \partial_b f|_Q, \quad \partial_{ka} f|_Q = k \cdot \partial_a f|_Q.
\]
One can easily check that such a sum and such a product exist respectively for any two equivalence classes and for any equivalence class and any real number. These two operations turn the quotient set associated with relation (3) into a vector space, whose dimension is evidently five. Let us denote this space as \( V_5 \) and call its elements five-dimensional tangent vectors or simply five-vectors. In section 2 I will consider another, equivalent representation for these vectors and later on will show that they have all the formal properties of those five-vectors that have been introduced in part I.

B. Structure of the five-vector space

As any other vector space, \( V_5 \) is completely isotropic with respect to its two composition laws and has no distinguished direction nor any other distinguished subspace of nonzero dimension. However, one can distinguish two subspaces in \( V_5 \) by associating them with certain classes of parametrized curves.

Let us consider all those curves from \( \mathbb{R} \) for which \( \partial f|_Q = 0 \) for any scalar function \( f \). It is evident that all these curves belong to the same equivalence class with respect to relation (2) and that this class is the zero vector in \( V_4 \). With respect to relation (3), the considered curves belong to equivalence classes that make up a one-dimensional subspace in \( V_5 \), which I will denote as \( \mathcal{E} \). One can say that \( \mathcal{E} \) is made up by all those five-vectors that do not correspond to any direction in the manifold.

Another distinguished subspace in \( V_5 \) can be obtained by considering all those curves from \( \mathbb{R} \) for which \( \lambda(Q) = 0 \). The four-vectors corresponding to these curves are all the vectors of \( V_4 \). The corresponding five-vectors make up a four-dimensional subspace in \( V_5 \), which I will denote as \( Z \). It is easy to see that \( \mathcal{E} \) and \( Z \) have only one common element—the zero vector, and that \( V_5 \) is the direct sum of \( \mathcal{E} \) and \( Z \). The components of an arbitrary five-vector \( u \) in these two subspaces will be denoted as \( u^\mathcal{E} \) and \( u^Z \), respectively.

Other properties of \( \mathcal{E} \) and \( Z \) will be discussed below.

C. Relation between four- and five-vectors

As it follows from the definition of four- and five-vectors given above, there exists a set-theoretic relation between \( V_4 \) and \( V_5 \): the former is the quotient set corresponding to the following equivalence relation on \( V_5 \):
\[
\begin{align*}
a \equiv b & \iff \partial_a f|_Q = \partial_b f|_Q \quad \text{for any scalar function } f. \\
\end{align*}
\]
Denoting this relation as \( R \), one has \( V_4 = V_5/R \). The fact that \( A \) is the equivalence class of \( a \) will be denoted as \( a \in A \). From the definition of symbols \( \partial_a \) and \( \partial_A \) it follows that \( a \in A \) if and only if \( \partial_a = \partial_A \). It is a simple matter to see that \( R \) has the following linearity properties: if \( a \equiv b \, (\text{mod } R) \) and \( c \equiv d \, (\text{mod } R) \), then \( a + c \equiv b + d \, (\text{mod } R) \) and \( ka \equiv kb \, (\text{mod } R) \), where \( k \) is an arbitrary real number. Thus, as any other equivalence relation with such properties, \( R \) can be presented in the following form:
\[
a \equiv b \, (\text{mod } R) \iff a = b + W,
\]
where \( W \) is the subspace in \( V_5 \) that contains all the five-vectors equivalent to the zero vector. It is easy to see that \( W \) coincides with the one-dimensional subspace \( \mathcal{E} \) introduced in the previous subsection, so \( R \)
can be reformulated as:

\[ a \equiv b \pmod{R} \iff a = b + e, \quad \text{where } e \in E. \]

The latter condition is equivalent to \( a \) and \( b \) having equal components in the four-dimensional subspace \( Z \) or, for that matter, in any subspace complementary to \( E \). This means that there exists a one-to-one correspondence between the five-vectors from \( Z \) and four-vectors, and this correspondence is evidently a homomorphism.

Let me say a few words about the selection of bases in \( V_4 \) and \( V_5 \) and their transformation.

A typical five-vector basis will be denoted as \( e_A \), where \( A \) (as all capital latin indices) runs 0, 1, 2, 3, and 5. One can choose a basis in \( V_5 \) arbitrarily, but it is more convenient to select the fifth basis vector belonging to \( E \). Such bases will be called standard and will be used in all calculations.

The basis in \( V_4 \) can be chosen arbitrarily and independently of the basis in \( V_5 \). It is more convenient though to associate it with the five-vector basis. A natural choice is to take \( E_0 \) to be the equivalence classes of the basis five-vectors \( e_5 \) (the equivalence class of \( e_5 \) is the zero four-vector). I will refer to this basis as to the one associated with the basis \( e_A \) in \( V_5 \).

If \( e_A \) and \( e'_A \) are two standard bases in \( V_5 \) and \( e'_A = e_B L_B^A \), then \( L_B^A \) can be shown to satisfy the condition

\[ L_5^A = 0 \quad \text{for all } A. \]

The corresponding equivalence classes are related as \( E'_A = E_0 L_B^A \).

D. Reminder on the inner product of four-vectors

Four-vectors inherit their inner product from the Riemannian metric of space-time. The latter is a rule that assigns a certain number, called interval, to each finite continuous line. This number is additive, and for an infinitesimal line connecting two points with coordinates \( x^\alpha \) and \( x^\alpha + dx^\alpha \) it equals

\[ \sqrt{g_{\alpha\beta}(x)dx^\alpha dx^\beta} + \text{terms of higher order in } dx, \quad (4) \]

where \( g_{\alpha\beta} \) is a real nondegenerate \( 4 \times 4 \) matrix with the signature \((+, -, -, -)\).

Consider now a parametrized curve coming out of a point \( Q \). According to formula (4), the interval assigned to the part of the curve between \( Q \) and a nearby point corresponding to the parameter value \( \lambda(Q) + d\lambda \) is

\[ \sqrt{g_{\alpha\beta}(Q)(\partial x^\alpha/\partial \lambda)Q(\partial x^\beta/\partial \lambda)Q} \cdot d\lambda \]

+ terms of higher order in \( d\lambda \).

Since \( (\partial x^\alpha/\partial \lambda)Q \) is the same for all curves from a given equivalence class associated with relation (2), the expression under the radical sign is a function of the four-vector corresponding to the curve rather than of the curve itself. This enables one to assign a number to each four-vector, which is interpreted as its length squared. More precisely, the inner product \( g \) is defined as a real bilinear symmetric function of two four-vectors such that for any four-vector \( U \)

\[ g(U, U) = g_{\alpha\beta}(Q)(\partial x^\alpha Q)(\partial x^\beta Q). \]

The interval is a dimensional quantity. It is measured in centimeters or seconds or in any other units of length or time. Accordingly, the quantity under the radical sign in formula (4) is measured in \( cm^2 \) or \( sec^2 \) or in some other squared units. Throughout sections 1 and 2 of this paper I will consider only dimensionless coordinates and curve parameters.

E. Symmetries

The set \( \mathcal{R} \) of all parametrized curves going through an arbitrary point \( Q \) has a certain symmetry with respect to the behaviour of curves in the infinitesimal vicinity of \( Q \). Namely, there exist certain maps of \( \mathcal{R} \) onto itself that have the following properties:

1. If \( A \mapsto A' \), then \( \lambda_A(Q) = \lambda_{A'}(Q) \).
2. If \( A \mapsto A' \) and \( B \mapsto B' \), and for any scalar function \( f \) one has \( \partial_A f|_Q = k \cdot \partial_B f|_Q \), where \( k \) is some constant factor, then for any scalar function \( f \) one has \( \partial_{A'} f|_Q = k \cdot \partial_{B'} f|_Q \).
3. If \( A \mapsto A' \), \( B \mapsto B' \), and \( C \mapsto C' \), and for any scalar function \( f \) one has \( \partial_A f|_Q + \partial_B f|_Q = \partial_{C'} f|_Q \), then for any scalar function \( f \) one has \( \partial_{A'} f|_Q + \partial_{B'} f|_Q = \partial_{C'} f|_Q \).
4. If \( A \mapsto A' \), then

\[ g_{\alpha\beta}(Q)(\partial_A x^\alpha Q)(\partial_A x^\beta Q) = g_{\alpha\beta}(Q)(\partial_A x^\alpha Q)(\partial_A x^\beta Q). \]

Property 2 at \( k = 1 \) means that such transformations of \( \mathcal{R} \) induce maps of \( V_4 \) onto itself. Properties 2 and 3 mean that these transformations of \( V_4 \) are linear, and property 4 means that they conserve the inner product of two four-vectors.

Property 1 and property 2 at \( k = 1 \) mean that the considered transformations of \( \mathcal{R} \) also induce maps
of $V_{5}$ onto itself. Properties 1, 2, and 3 mean that these maps are linear. Property 1 means that a vector from $Z$ is transformed into a vector from $Z$. And properties 1 and 2 mean that vectors from $E$ are not changed at all.

Let us now find the corresponding transformation matrices for $V_{4}$ and $V_{5}$.

Let $E_{\alpha}$ be an arbitrary orthonormal basis in $V_{4}$ and let us take that under the considered transformation these basis vectors are transformed into $E_{\alpha}' = E_{\beta}A_{\alpha}^{\beta}$. Since the transformation should conserve the inner product, and the basis $E_{\alpha}$ is orthonormal, $A_{\alpha}^{\beta}$ should be a matrix from $O(3,1)$. As a basis in $V_{5}$ let us take a standard basis where $e_{\alpha} \in Z$ and $e_{\alpha} \in E_{\alpha}$. Let us suppose that $e_{A}$ are transformed into $e_{A}' = e_{B}L_{A}^{B}$, where $L_{A}^{B}$ is some real nondegenerate $5 \times 5$ matrix. Since vectors from $E$ do not change under the considered transformation, one should have $L_{5}^{5} = 1$ and $L_{5}^{\alpha} = 0$ for all $\alpha$. Since vectors from $Z$ are transformed into vectors from $Z$, one should have $L_{5}^{5} = 0$ for all $\alpha$. Finally, owing to the one-to-one correspondence between $Z$ and $V_{4}$, one should have $L_{5}^{\alpha} = L_{5}^{\alpha} \in O(3,1)$.

F. Inner product of five-vectors

The method used in subsection D to define the inner product $g$ for four-vectors is also applicable in the case of five-vectors. The resulting inner product on $V_{5}$, which for the time being I will denote as $h'$, is a real bilinear symmetric function of two five-vectors such that for any five-vector $u$

$$h'(u, u) = g_{\alpha\beta}(Q)(\partial_{\alpha}x^{\alpha})_{Q}(\partial_{\beta}x^{\beta})_{Q}$$

($Q$ is the space-time point where one considers the tangent space of five-vectors). Since the value of the derivative $\partial_{\alpha}$ is the same for all five-vectors corresponding to the same four-vector, $h'$ will be a degenerate inner product. It is not difficult to see that the subspace of all degenerate five-vectors for $h'$ (of all such five-vectors $u$ that $h'(u, v) = 0$ for any $v$) coincides with $E$ and that $h'$ is nondegenerate within any subspace complementary to $E$. It is also apparent that for any $u$ and $v$ one has

$$h'(u, v) = g(U, V),$$

(5)

where $u \in U$ and $v \in V$.

It is not difficult to construct from $h'$ a nondegenerate inner product on $V_{5}$. For that one should consider another natural measure that exists for five-vectors: to each five-vector $u$ one can put into correspondence the value of the relevant curve parameter, $\lambda_{u}$. If one then interprets this latter number as the length of vector $u$, one will obtain another inner product—let us denote it as $h''$—which will also be degenerate. It is easy to see that $h''(u, v) = \lambda_{u} \cdot \lambda_{v}$. Consequently, the subspace of all degenerate vectors for $h''$ coincides with $Z$ and $h''$ is nondegenerate within any (one-dimensional) subspace complementary to $Z$.

One should now notice that the subspaces of degenerate vectors for $h'$ and $h''$ are complementary to each other, which means that the sum of $h'$ and $h''$ will be a nondegenerate inner product on $V_{5}$. The only problem in constructing such a sum is that $h'$ is a dimensional quantity and is measured in the same units as $g$, whereas $h''$, being the product of curve parameters, does not have a dimension. We thus see that to construct a nondegenerate inner product on $V_{5}$ from $h'$ and $h''$, one needs a dimensional constant, $\xi$, which would play a role similar to that of the speed of light; it would establish a relation between different units used to measure the same quantity. The resulting inner product measured in the same units as $g$ will be

$$h(u, v) = h'(u, v) + \xi \cdot h''(u, v).$$

(6)

The same result can be obtained from considerations of another kind. For that one should adopt the viewpoint that four-vectors and five-vectors are subordinate objects, whose algebraic properties are determined by the properties of the manifold with which they are associated. In particular, this means that the structure of $V_{5}$ should have a symmetry no less than the symmetry of $R$. This, in its turn, means that any inner product of five-vectors should be invariant under the transformations discussed in the previous subsection.

Let us consider the same five-vector basis $e_{A}$ that has been used in subsection E. It is a simple matter to show that the matrix $h_{AB} \equiv h(e_{A}, e_{B})$ of any nondegenerate inner product $h$ satisfying the above symmetry requirement has to be of the form

$$h_{\alpha\beta} = a \cdot \eta_{\alpha\beta}, \quad h_{5\alpha} = h_{\alpha5} = 0, \quad h_{55} = b,$$

(7)

where $a$ and $b$ are some nonzero constants. A direct consequence of these formulae is that any five-vector from $Z$ is orthogonal to any five-vector from $E$, so for any $u$ and $v$

$$h(u, v) = h(u^{Z}, v^{Z}) + h(u^{E}, v^{E}).$$

(8)

Another consequence of formulae (7) is that the inner product of any two five-vectors from $Z$ is proportional to the inner product of the corresponding four-vectors. Thus, if the overall normalization of $h$ is selected in such a way that the proportionality factor...
between \( h \) and \( g \) be unity, one will have
\[
h(u^5, v^5) = g(U, V) = h'(u, v).
\]

Finally, one should observe that the \( \varepsilon \)-component of any five-vector \( u \) equals \( \lambda_u \cdot i \), where \( i \) is the vector from \( E \) that corresponds to the unity value of the parameter: \( \lambda_1 = 1 \). Consequently,
\[
h(u^5, v^5) = \lambda_u \lambda_v h(i, i) = h(i, i) h''(u, v),
\]
and formula (8) acquires the form of formula (6) with \( \xi = h(i, i) \). Thus, at an appropriate choice of its overall normalization factor, any nondegenerate inner product on \( V_5 \) satisfying the above, quite natural symmetry requirement has the form indicated in formula (6).

It is obvious that constant \( \xi \) is not determined by the Riemannian metric of space-time nor by symmetry considerations, and consequently the same is true of the nondegenerate inner product of five-vectors. This is a distinctive feature of five-dimensional tangent vectors (and of similar objects in other manifolds) and is a consequence of that specific way in which five-vectors are associated with space-time.

In the previous subsection I have introduced a five-vector basis where \( e_\alpha \in Z \). As we have seen above, in terms of the five-vector inner product this means that all \( e_\alpha \) are orthogonal to \( e_5 \). This is one of the two conditions satisfied by a \textit{regular} five-vector basis defined in section 3 of part I within the formal theory, the other condition being that \( h(e_5, e_5) = 1 \). When five-vectors are introduced as equivalence classes of parametrized curves, it is more convenient to define the regular basis in a slightly different way, equating to unity not the value of \( h(e_5, e_5) \) (which depends on the choice of \( \xi \)) but the value of \( \lambda_e \). A regular basis will thus be a standard five-vector basis where all \( e_\alpha \in Z \) and \( e_5 = i \).

2. Five-vectors as operators

A. Another representation for five-vectors

In modern textbooks on differential geometry, ordinary tangent vectors are usually introduced by identifying their fields with linear differential operators (derivations) that act upon scalar functions from a certain set \( \mathcal{S} \) which determines the topological and differential properties of the manifold. Each derivation is a map
\[
U : \mathcal{S} \to \mathcal{S}
\]
that satisfies the following requirements:
\[
\begin{align*}
U[k] &= 0 \text{ for any constant function } k \in \mathcal{S}, \\
U[f + g] &= U[f] + U[g] \text{ for any } f, g \in \mathcal{S}, \\
U[fg] &= U[f] \cdot g + f \cdot U[g] \text{ for any } f, g \in \mathcal{S}.
\end{align*}
\]

One can then prove a theorem that in a local coordinate system each derivation can be presented as the following differential operator:
\[
U = U^\alpha (\partial/\partial x^\alpha),
\]
where \( \partial/\partial x^\alpha \) are derivatives along coordinate lines and \( U^\alpha \) are scalar functions from \( \mathcal{S} \). It is evident that at each point in space-time there exists a natural isomorphism between the equivalence classes of parametrized curves corresponding to relation (2) and operators of the form (10):
\[
A \mapsto \partial_A,
\]
and basing on this isomorphism one can identify the elements of \( V_4 \) with four-dimensional tangent vectors.

Let us now find a similar operator representation for five-vectors. First, one should notice that the two conditions that determine the equivalence relation (3) can be replaced with a single requirement: that for any scalar function \( f \)
\[
\partial_A f|_Q + \lambda_A(Q)f(Q) = \partial_B f|_Q + \lambda_B(Q)f(Q).
\]
This enables one to establish a one-to-one correspondence between the equivalence classes of parametrized curves associated with relation (3) and differential-algebraic operators of the form
\[
u = u^\alpha (\partial/\partial x^\alpha) + u^5 \cdot 1,
\]
where \( 1 \) is the identity operator. The simplest variant of such a correspondence is evidently
\[
a \mapsto \partial_a + \lambda_a \cdot 1.
\]

One can then consider five-vector fields and basing on the above correspondence, relate them to such maps \( u : \mathcal{S} \to \mathcal{S} \) which in any local coordinate system can be presented in the form (11), where \( u^A \) are now scalar functions.

Finally, one can find a set of formal requirements, similar to conditions (9) for derivations, that enable one to introduce the above maps without referring to any coordinates. One possible set of such requirements is the following:
\[
u[k] = v \cdot k \text{ for any constant } k \in \mathcal{S},
\]
where \( v \in \mathcal{S} \) is characteristic of \( u \),
\[
u[f + g] = \nu[f] + \nu[g] \text{ for any } f, g \in \mathcal{S},
\]
\[
u[fg] = \nu[f] \cdot g + f \cdot \nu[g] - \nu[1]fg \text{ for any } f, g \in \mathcal{S},
\]
where \( 1 \) is the constant unity function.

It is evident that any operator of the form (11) satisfies these three requirements. Let us now prove the reverse statement:
In any local coordinate system each map \( u : \mathcal{S} \rightarrow \mathcal{S} \) satisfying requirements (13) can be presented in the form (11), where \( u^A \) are scalar functions from \( \mathcal{S} \).

**Proof:** Let us consider the operator

\[
\mathbf{w} \equiv \mathbf{u} - \mathbf{v} \cdot \mathbf{1},
\]

where \( \mathbf{v} \) is the scalar function from \( \mathcal{S} \) defined by the first of the requirements (13). It is a simple matter to check that \( \mathbf{w} \) satisfies conditions (9) for derivations and therefore can be presented in any local coordinate system as

\[
\mathbf{w} = w^\alpha (\partial/\partial x^\alpha),
\]

where \( w^\alpha \in \mathcal{S} \). Consequently, in any such system \( \mathbf{u} \) can be presented in the form (11) with \( u^\alpha = w^\alpha \) and \( u^5 = v \).

One may observe that the operator corresponding to a given four-vector \( \mathbf{U} \) is exactly the differential part of the operator that corresponds to any five-vector belonging to \( \mathbf{U} \). This coincidence is a manifestation of the fact that \( \mathcal{V}_4 \) is isomorphic to \( \mathcal{Z} \). This does not mean, however, that one can identify four-vectors with \( \mathcal{Z} \)-components of five-vectors, for as one will see in section 3, the isomorphism between \( \mathcal{V}_4 \) and \( \mathcal{Z} \) is not preserved by parallel transport.

The representation of five-vectors with operators enables one to introduce the former in another way as maps \( \mathcal{S} \rightarrow \mathcal{S} \) that satisfy requirements (13). In its mathematical qualities, such a definition of five-vectors is superior to the one given in section 1 and enables one to introduce in a natural way the commutator of two five-vector fields. On the other hand, in this case one cannot see as clearly the correspondence between five-vectors and parametrized curves, and this is why in this paper I have first considered the representation of five-vectors in the form of equivalence classes associated with relation (3). It turns out, however, that one should make a distinction between a given equivalence class and the five-vector corresponding to it. In view of this, in the following five-vector fields will always be identified with operators satisfying requirements (13), the set of which will be denoted as \( \mathcal{F} \).

As in the case of four-vectors, tangent five-vectors at a given point \( Q \) can be defined as equivalence classes of maps from \( \mathcal{F} \) with respect to the equivalence relation

\[
\mathbf{u} \equiv \mathbf{v} \Leftrightarrow \mathbf{u}[f](Q) = \mathbf{v}[f](Q) \quad \text{for any } f \in \mathcal{S}.
\]

The algebraic properties of the five-vectors defined this way are the same as of those defined as classes of equivalent curves, and their analysis would have been almost an exact repetition of the one made in section 1, except for a few obvious changes in the definitions. Let me only mention that a regular five-vector basis can now be defined as a basis where all \( \mathbf{e}_a \) are purely differential operators and \( e_5 = 1 \).

One should also note that the correspondence between equivalence classes of parametrized curves and operators from \( \mathcal{F} \) given by formula (12) is not the only one possible. A more general form of such a correspondence is

\[
a \mapsto a \cdot \partial_a + b \cdot \lambda_a \cdot \mathbf{1},
\]

where \( a \) and \( b \) are some nonzero coefficients independent of \( a \). Since the overall normalization of the operators representing five-vectors is of no importance, one can always choose it so that \( a = 1 \). In formula (12) the second coefficient has been selected in the simplest way: \( b = 1 \). However, as one will see in section 3, to give a consistent definition to the five-vectors associated with curves parametrized by dimensional parameters, one has to assign to \( b \) a certain dimension, so it will equal unity only at some particular choice of the corresponding measurement units.

**B. Commutator of five-vector fields**

The representation of five-vectors with operators enables one to introduce the commutator of five-vector fields. Namely, if \( \mathbf{u} = u^\alpha (\partial/\partial x^\alpha) + u^5 \cdot \mathbf{1} \) and \( \mathbf{v} = v^\alpha (\partial/\partial x^\alpha) + v^5 \cdot \mathbf{1} \), then by definition,

\[
[\mathbf{u}, \mathbf{v}](f) = \mathbf{u}(\mathbf{v}(f)) - \mathbf{v}(\mathbf{u}(f))
\]

for any scalar function \( f \), and one can show that \( \mathbf{w} \equiv [\mathbf{u}, \mathbf{v}] \) is an operator of the form (11) with components

\[
w^\alpha = u^\beta (\partial v^\alpha/\partial x^\beta) - v^\beta (\partial u^\alpha/\partial x^\beta).
\]

For an arbitrary five-vector basis \( \mathbf{e}_A \) one can define the commutation constants, \( C_{AB}^D \), as

\[
[\mathbf{e}_A, \mathbf{e}_B] = C_{AB}^D \mathbf{e}_D,
\]

and show that the components of \( [\mathbf{u}, \mathbf{v}] \) in this basis are

\[
\partial_a v^A - \partial_a u^A + u^B v^D C_{BD}^A.
\]

This is the analog of the well-known formula for components of the commutator of two four-vector fields \( \mathbf{U} \) and \( \mathbf{V} \) in an arbitrary basis \( \mathbf{E}_\alpha \):

\[
\partial_\alpha V^\mu - \partial_\alpha U^\mu + U^\alpha V^B C_{\alpha\beta}^B = \mathbf{E}_\mu.
\]
If \( e_A \) is a standard basis, one has \( C_{\mu}^{\rho\alpha} = 0 \). It is a simple matter to show that if \( u \in U \) and \( v \in V \), then \([u, v] \in [U, V]\). Thus, if \( e_\alpha \in E_\alpha \), then \( C_{\alpha \beta}^{\mu} \) [for five-vectors] = \( C_{\alpha \beta}^{\mu} \) [for four-vectors].

Let us now consider two subsets of five-vector fields from \( F \): (i) the subset \( F_2 \) of all purely differential operators, and (ii) the subset \( F_5 \) of all purely algebraic operators. It is evident that any element of \( F \) can be uniquely presented as a sum of an operator from \( F_2 \) and an operator from \( F_5 \), so \( F = F_2 \oplus F_5 \). The components of an arbitrary five-vector field \( u \) in these two subspaces will be denoted as \( u^2 \) and \( u^5 \). It is evident that they correspond to the operators \( u^\alpha (\partial / \partial x^\alpha) \) and \( u^5 \cdot 1 \), respectively.

One can easily see that the commutator of a two-five-vector fields from \( F_2 \) is, again, a field from \( F_2 \), so \( F_2 \) is a subalgebra: \([F_2, F_2] \subset F_2\). Furthermore, the commutator of a field from \( F_5 \) with any other field from \( F \) is an element of \( F_5 \), so \( F_5 \) is an ideal: \([F_5, F] \subset F_5\).

Commutators of four-vector fields enable one to tell whether or not a given four-vector basis is holonomic. Namely, for a given set of basis fields \( E_\alpha \), there exists a system of local coordinates \( x^\alpha \) such that \( E_\alpha \) are tangent vectors to coordinate lines \( (E_\alpha = \partial / \partial x^\alpha) \iff \[E_\alpha, E_\beta] = 0 \). A similar statement for five-vectors is the following:

For a given set of standard five-vector basis fields \( e_A \) there exists a system of local coordinates \( x^\alpha \) such that \( e_\alpha \) are tangent five-vectors to coordinate lines iff

\[
[e_\alpha^2, e_\beta^2] = 0, \quad (16a) \\
[e_\alpha^2, e_\beta^5] = \delta_{\alpha \beta} \cdot 1. \quad (16b)
\]

where \( \delta_{\alpha \beta} \) is the Kronecker symbol.\(^1\)

**Proof**: If \( e_\alpha \) are tangent vectors to coordinate lines \( x^\alpha \), then \( e_\alpha = \partial / \partial x^\alpha + c^\alpha \cdot 1 \), and equations (16) are evidently obeyed.

If \( e_\alpha \) satisfies equations (16) and \( E_\alpha \) are such that \( e_\alpha \in E_\alpha \), then

\[
0 = [e_\alpha^2, e_\beta^2] = \partial_\alpha e_\beta - \partial_\beta e_\alpha = \partial^2_{E_\alpha} \partial E_\beta - \partial^2_{E_\beta} \partial E_\alpha = [E_\alpha, E_\beta],
\]

and by virtue of the corresponding theorem for four-vectors, there exists a system of local coordinates \( x^\alpha \) such that \( \partial / \partial x^\alpha = \partial_{E_\alpha} = \partial_{e_\alpha} \). In these coordinates each \( \lambda_{e_\alpha} \) is a certain real function, which according to (16b) satisfies the equation

\[
\partial \lambda_{e_\alpha} (x) / \partial x^\alpha = \delta_{\alpha \beta}.
\]

This is only possible if \( \lambda_{e_\alpha} (x) = x^\alpha + c^\alpha \), where \( c^\alpha \) are integration constants. Consequently, one has \( e_\alpha = \partial / \partial y^\alpha + y^\alpha \cdot 1 \), where \( y^\alpha = x^\alpha + c^\alpha \).

By analogy with four-vectors, a standard five-vector basis satisfying requirements (16) can be called a coordinate basis. In certain cases, however, it proves to be more convenient to select the \( E \)-components of the first four basis five-vectors in a different way, for example, equal to zero. Since such five-vector bases still correspond to a coordinate four-vector basis, it makes sense to call them coordinate, too.

\(^1\)For simplicity, this theorem is formulated and proved for \( a = b = 1 \) in formula (14).

C. Five-vector Lie derivative\(^2\)

The formal definition of the Lie derivative with respect to a four-vector field \( U \) is the following:

- the Lie derivative of a four-vector field \( V \) is

\[
\mathcal{L}_U V \equiv [U, V]; \quad (17)
\]

- the Lie derivative of a scalar function \( f \) is

\[
\mathcal{L}_U f \equiv U f; \quad (18)
\]

- the Lie derivatives of all other four-tensor fields can be found from formulae (17) and (18) by using the Leibniz rule, which in schematic form can be presented as

\[
\mathcal{L}_U (A * B) = \mathcal{L}_U A * B + A * \mathcal{L}_U B, \quad (19)
\]

where \( A \) and \( B \) are any two four-tensor fields and * denotes contraction or tensor product.

In a similar manner one can give a formal definition to the Lie derivative with respect to a five-vector field \( u \). I will denote this latter derivative as \( \mathcal{L}_u \) and will call it the five-vector Lie derivative. The analog of rule (17) is quite apparent:

- the five-vector Lie derivative of a five-vector field \( v \) is

\[
\mathcal{L}_u v \equiv [u, v]. \quad (20)
\]

As the analog of rule (18) it seems reasonable to take the following one:

- the five-vector Lie derivative of a scalar function \( f \) is

\[
\mathcal{L}_u f \equiv u f. \quad (21)
\]

\(^2\)The contents of this subsection is not necessary for understanding the rest of the material and can be skipped by a reader not familiar enough with or not interested in this particular subject.
It is easy to check that the five-vector Lie derivative of the product of two scalar functions and the five-vector Lie derivative of the product of a scalar function and a five-vector field are expressed in terms of the five-vector Lie derivatives of the factors not according to the Leibniz rule but according to the rule
\[ \mathcal{L}_\mathbf{u}(A \ast B) = \mathcal{L}_\mathbf{u}A \ast B + A \ast \mathcal{L}_\mathbf{u}B - \mathcal{L}_\mathbf{u} (A \ast B), \]
where, as before, \( I \) is the constant unity scalar function. In view of this, it is not clear which of the rules — (19), (22) or some other — should hold for the contraction and tensor product. To answer this question and to gain a better understanding of the five-vector Lie derivative, let us find for the latter an interpretation similar to the one that can be given to the ordinary Lie derivative in terms of the one-parameter local group of diffeomorphisms generated by a four-vector field.

Let us recall that any sufficiently smooth four-vector field \( \mathbf{U} \) defines in the neighbourhood of any point \( Q \) of the space-time manifold \( \mathcal{M} \) a congruence of integral curves, and that there always exist such an open neighbourhood \( \mathcal{U} \) of \( Q \) and such a real number \( \varepsilon > 0 \) that the map \( \phi_\varepsilon \) obtained by taking each point of \( \mathcal{U} \) a parametric distance \( t \) along the corresponding integral curve, at \( |t| < \varepsilon \) is a diffeomorphism of \( \mathcal{U} \) into \( \mathcal{M} \). At sufficiently small \( s \) and \( t \) one has \( \phi_\varepsilon \circ \phi_t = \phi_s \circ \phi_t \) and \( (\phi_t)^{-1} = \phi_{-t} \), so these diffeomorphisms form a one-parameter local group.

At each \( t \) map \( \phi_t \) defines a certain transformation, \( \Phi_t \), of scalar functions: the image \( \Phi_t \{ f \} \) of a scalar function \( f \) is such that
\[ \Phi_t \{ f \} |_{\phi_t(P)} = f |_{P}. \]
This transformation, in its turn, generates a certain transformation of four-vector and other four-tensor fields, which is determined by the following rules:

- the image \( \Phi_t \{ \mathbf{V} \} \) of a four-vector field \( \mathbf{V} \) is such that for any scalar function \( f \)
  \[ \Phi_t \{ \mathbf{V} \} \Phi_t \{ f \} = \Phi_t \{ \mathbf{V} f \}; \]
- the image \( \Phi_t \{ \mathbf{W} \} \) of a four-vector 1-form field \( \mathbf{W} \) is such that for any four-vector field \( \mathbf{V} \)
  \[ < \Phi_t \{ \mathbf{W} \}, \Phi_t \{ \mathbf{V} \} > = \Phi_t \{ < \mathbf{W}, \mathbf{V} > \}; \]
- the image \( \Phi_t \{ A \ast B \} \) of the tensor product of two four-tensor fields \( A \) and \( B \) is such that
  \[ \Phi_t \{ A \ast B \} = \Phi_t \{ A \} \ast \Phi_t \{ B \}. \]

Within this approach, the Lie derivative of an arbitrary four-tensor field \( S \) is defined as
\[ \mathcal{L}_\mathbf{U}S \equiv - (d/dt) \Phi_t \{ S \} |_{t=0}. \]
It is easy to see that at small \( t \)
\[ \Phi_t \{ f \} = f - t \cdot \mathbf{U} f + O(t^2), \]
from which, using definition (27), one obtains rule (18). In a similar manner, after rewriting equation (24) as
\[ \Phi_t \{ \mathbf{V} \} f = \Phi_t \{ \mathbf{V} \Phi_t^{-1} \{ f \} \} \]
and using definition (27), one obtains rule (17). From equation (25) it follows that the Leibniz rule holds for the contraction of a four-vector field and a four-vector 1-form field and from equation (26) it follows that it also holds for the tensor product of any two four-tensor fields. Thus, the definition of the Lie derivative by means of equations (23)–(27) is equivalent to its formal definition according to equations (17)–(19).

It is now apparent that to obtain the desired interpretation of the five-vector Lie derivative, one should associate with every sufficiently smooth five-vector field a certain one-parameter group of transformations of scalar functions and five-tensor fields. Let us denote the transformations from this group as \( \Psi_t \) and define the five-vector Lie derivative of an arbitrary five-tensor field \( S \) as
\[ \mathcal{L}_\mathbf{u}S \equiv - (d/dt) \Psi_t \{ S \} |_{t=0}. \]
Considering what has been said above, it seems reasonable to take that at small \( t \)
\[ \Psi_t \{ f \} = f - t \cdot \mathbf{u} f + O(t^2) \]
for any scalar function \( f \), which together with definition (29) gives us rule (21). If, by analogy with rule (24), one then takes that
\[ \Psi_t \{ \mathbf{V} \} \Psi_t \{ f \} = \Psi_t \{ \mathbf{V} f \} \]
for any \( \mathbf{v} \) and \( f \), from formulæ (29) and (30) one will obtain rule (20). Thus, the infinitesimal transformation (30) produces the desired result. Let us now find the corresponding finite transformation.

It is evident that for any sufficiently smooth five-vector field \( \mathbf{u} \), in the vicinity of any point \( Q \) one can construct a congruence of integral curves of the corresponding four-vector field \( \mathbf{U} \). In this case these curves will be called the integral curves of field \( \mathbf{u} \). It is not difficult to prove that at finite \( t \) the image \( \Psi_t \{ f \} \) of any scalar function \( f \) of class \( C^\infty \) equals
\[ \Psi_t \{ f \} (\lambda) = \exp \left\{ - \int_{\lambda - t}^{\lambda} \mathbf{u}^5 (\lambda') d\lambda' \right\} f(\lambda - t), \]
where \( \lambda \) is the parameter of the integral curve of field \( \mathbf{u} \) and \( \mathbf{u}^5 \) is the fifth component of the latter in a regular basis. We thus see that transformation \( \Psi_t \) consists
in “shifting” every value of the function a parametric distance $t$ along the corresponding integral curve and then multiplying it by a certain exponential factor. It is easy to see that this latter factor equals the corresponding value of $\Psi_t\{f\}$, so for an arbitrary scalar function $f$ one has

$$\Psi_t\{f\} = \Psi_t\{1\} \Phi_t\{f\}. \quad (33)$$

From the latter formula it follows that transformations $\Phi_t$ induced by four-vector fields are a particular case of transformations $\Psi_t$ — a case that corresponds to the five-vector fields from $\mathcal{F}_5$. Another particular case are the transformations $\Psi_t$ induced by five-vector fields from $\mathcal{F}_5$. In this case

$$\Psi_t\{f\}(P) = \exp(-t \cdot u^5(P))f(P).$$

It is evident that to each transformation $\Psi_t$ one can put into correspondence a certain map of $\mathcal{U}$ into $\mathcal{M}$, namely, the map $\phi_t$ induced by the four-vector field corresponding to $u$. Thus, both in the case of four-vector fields and in the case of five-vector fields one is actually dealing with two maps: (i) a map from $\mathcal{U}$ to $\mathcal{M}$ and (ii) a map from the set of restrictions to $\mathcal{U}$ of all the functions from $\mathcal{M}$ to the set of restrictions of all these functions to $\phi_t\mathcal{U})$. In the case of four-vector fields there exists a one-to-one correspondence between these two maps, which enables one to think that the second map is induced by the first one. This is not so in the case of five-vector fields: for example, the identity map from $\mathcal{U}$ to $\mathcal{M}$ may correspond to different nonidentical transformations of scalar functions.

From equation (32) it is not difficult to derive that for any two scalar functions $f$ and $g$

$$\Psi_t\{fg\} = \Phi_t\{f\}\Psi_t\{g\} = \Psi_t\{f\} \Phi_t\{g\}, \quad (34)$$

so in the general case the image of the product of two scalar functions with respect to $\Psi_t$ is not the product of their images. By substituting $\Psi_t^{-1}\{1\}\Psi_t\{f\}$ for $\Phi_t\{f\}$ in formula (34) and differentiating both sides of the latter with respect to $t$, one can verify that in this case rule (22) is indeed obeyed.

It is natural to define the action of $\Psi_t$ on a tensor product in the following way:

$$\Psi_t\{A \otimes B\} = \Psi_t\{A\} \otimes \Psi_t\{B\}, \quad (35)$$

where $A$ and $B$ are any two five-tensor fields of nonzero rank. This formula does not work, however, if one of the fields or both of them are of rank zero. In the second case this can be seen from formula (34), if one considers that for scalar functions $f \otimes g = fg$.

In the first case, if, for example, $A = f$ and $B = v$, from formula (34) and definition (31) one can easily obtain that

$$\Psi_t\{f \otimes v\} = \Psi_t\{f\} \Psi_t\{v\}. \quad (36)$$

Difficulties also occur with the definition of the action of $\Psi_t$ on five-vector 1-forms. The direct analog of rule (25) is

$$<\Psi_t\{\tilde{w}\}, \Psi_t\{v\}> = \Psi_t\{<\tilde{w}, v>\}, \quad (37)$$

which means that the operation of contraction is “correlated” with transformation $\Psi_t$ in the sense that the contraction of the image of a five-vector field $v$ with the image of a five-vector 1-form field $\tilde{w}$ equals the image of the scalar function equal to the contraction of $v$ with $\tilde{w}$. The quantity $<\tilde{w}, v>$ can also be regarded as a five-tensor field of rank zero obtained by contracting the field $\tilde{w} \otimes v$ of rank $(1, 1)$. A similar operation can be performed on other five-tensor fields, for example, on the field $\tilde{w} \otimes v \otimes s$. For the contraction of this latter field to be correlated with $\Psi_t$ it is necessary that there would hold not rule (37) but the rule

$$<\Psi_t\{\tilde{w}\}, \Psi_t\{v\}> = \Phi_t\{<\tilde{w}, v>\}. \quad (38)$$

Therefore, in those cases where $\Psi_t$ does not coincide with $\Phi_t$, the requirements of correlation between the contraction and transformation $\Psi_t$ for five-tensor fields of rank $(1, 1)$ and for five-tensor fields of other ranks are conflicting.

It is also useful to look at the components of the five-vector Lie derivatives of five-tensor fields of different ranks, in a regular coordinate basis. Let us write out these components for the case where the rule that determines the action of $\Psi_t$ on 1-form fields is

$$<\Psi_t\{\tilde{w}\}, \Psi_t\{v\}> = (\Psi_t\{1\})^k \Psi_t\{<\tilde{w}, v>\}. \quad (39)$$

According to equation (21), the five-vector Lie derivative of function $f$ is

$$\mathcal{L}_uf = u^a \partial_a f + u^5 f. \quad (40)$$

From equations (20) and (15) one finds that the components of the five-vector Lie derivative of a five-vector field $v$ are

$$(\mathcal{L}_uv)^A = u^B (\partial_B v^A) - v^B (\partial_B u^A), \quad (41)$$

where, for convenience, I have introduced the notation $\partial_A \equiv \partial/\partial x^a$ and $\partial_5 \equiv 0$. From equation (39) one can easily derive that in the dual basis of five-vector 1-forms $\tilde{\alpha}^A$,

$$(\mathcal{L}_uw)_A = u^B (\partial_B w_A) + w_B (\partial_A u^B) + (1 + k) u^5 w_A \quad (42)$$
Finally, in the general case of an arbitrary five-tensor field
\[ T = T^{A_1 \ldots A_m}_{B_1 \ldots B_n} e_{A_1} \otimes \ldots \otimes e_{A_m} \otimes \tilde{o}^{B_1} \otimes \ldots \otimes \tilde{o}^{B_n} \]
one has
\[ (\mathcal{L}_u T)_{B_1 \ldots B_n}^{A_1 \ldots A_m} = u^H (\partial_H T_{B_1 \ldots B_n}^{A_1 \ldots A_m}) + u(1+k) u^5 T_{B_1 \ldots B_n}^{A_1 \ldots A_m} - T_{B_1 \ldots B_n}^{A_1 \ldots A_m} (\partial_H u^{A_1}) - \ldots - T_{B_1 \ldots B_n}^{A_1 \ldots A_m} (\partial_H u^{A_m}) + \ldots + T_{B_1 \ldots B_n}^{A_1 \ldots A_m} (\partial_B u^H) \]
(43)

As one can see from the formulae obtained, there exists a distinguished value of parameter \( k = -1 \), at which the terms proportional to \( u^5 \) in equations (42) and (43) vanish, and the five-vector Lie derivative of any five-tensor field that has at least one lower index depends only on the derivative of \( u^5 \), as does the five-vector Lie derivative of a five-vector field. One can also see that in the case of a five-tensor field of rank zero (at \( m = n = 0 \)) formula (43) disagrees with formula (40) for the five-vector Lie derivative of a scalar function.

All these observations suggest that in the case of transformations \( \Psi_t \) induced by five-vector fields, one should make a distinction between scalar functions which are elements of \( \mathcal{I} \) and scalar functions which are five-tensor fields of rank zero. Formally, these two types of objects are of different nature: the former are the functions upon which act the operators of five-vector fields; the latter are elements of a commutative ring, by which one can multiply five-vector fields, obtaining five-vector fields again. To establish order in the theory, one should suppose that these two types of functions are transformed by \( \Psi_t \) differently: the elements of \( \mathcal{I} \) are transformed according to formula (32), whereas the five-tensor fields of rank zero are transformed according to the formula
\[ \Psi_t \{ f \} (\lambda) = f(\lambda - t), \]
(44)
which means that for them transformation \( \Psi_t \) coincides with \( \Phi_t \). Under this assumption formula (35) for the tensor product will be valid for five-tensor fields of zero rank as well. Moreover, since the contraction of a vector and a 1-form is a tensor of rank zero, formula (37) will coincide with formula (38), and consequently the contraction will be correlated with transformation \( \Psi_t \) for tensor fields of any rank for which it makes sense. Among other things, the latter two facts mean that the five-vector Lie derivative of a contraction and of a tensor product is expressed in terms of the five-vector Lie derivatives of the factors according to the Leibniz rule. In formulae (42) and (43) one should now put \( k = -1 \), and so the derivatives \( \mathcal{L}_u \) of the corresponding five-tensor fields will depend only on the derivative of \( u^5 \). Finally, the five-vector Lie derivative of an arbitrary five-tensor field \( f \) of rank zero will be
\[ \mathcal{L}_u f = \partial_u f = u^\alpha \partial_\alpha f, \]
(45)
which agrees with formula (43). Let me emphasize once more that in the case of scalar fields from \( \mathcal{I} \), the image of the product of two such functions with respect to \( \Psi_t \) will not equal the product of their images, which is inevitable and has no relation to the definition of \( \Psi_t \) for five-tensor fields.

3. Some other properties of five-vectors

A. Parallel transport of five-vectors

As for any other type of vector-like objects considered in space-time, one can speak of parallel transport of five-vectors from one space-time point to another. One can then define the covariant derivative of five-vector fields; introduce the connection coefficients corresponding to a given five-vector basis; construct the corresponding curvature tensor; etc. In doing all this one does not have to use in any way the fact that five-vectors are associated with space-time by their definition.

One should expect that the origin of five-vectors manifests itself in that the rules of their parallel transport are related in some way to similar rules for four-vectors and to the Riemannian geometry of space-time. It is obvious that this relation cannot be derived from the algebraic properties of five-vectors, and to obtain it one has to make some new assumptions about five-vectors, which ought to be regarded as part of their definition.

Let us first consider the relation between the rules of parallel transport for four- and five-vectors. The simplest and the most natural form of this relation is obtained by postulating that parallel transport preserves the algebraic relation between four- and five-vectors discussed in subsection 1.C. A more precise formulation of this statement is the following:

If four-vector \( U \) is the equivalence class of five-vector \( u \), then the transported \( U \) is the equivalence class of the transported \( u \).

(46)

This assumption is quite natural considering that \( u \in U \) means that \( u \) and \( U \) correspond to the same
direction in the manifold. It has two consequences, which can be conveniently expressed in terms of connection coefficients (the latter are defined in section 4 of part 1).

Let us consider the parallel transport of vectors from an arbitrary point \( Q \) to a nearby point \( Q' \). If two five-vectors at \( Q \) belong to the same equivalence class, then according to our assumption, the transported five-vectors should also be equivalent. Since parallel transport is a linear operation, this means that vectors from \( \mathcal{E}_{at} Q \) are transported into vectors from \( \mathcal{E}_{at} Q' \). Consequently, in any standard five-vector basis,

\[
G^\alpha_5_{\beta \mu} = 0. \tag{47}
\]

Let \( e_A \) be an arbitrary standard five-vector basis and let \( E_\alpha \) be the associated basis of four-vectors. If \( E_\alpha(Q) \) are transported into vectors \( e_\alpha(Q') C^\alpha_5 \), then according to our assumption, \( e_\alpha(Q) \) should be transported into vectors \( e_\beta(Q') C^\beta_5 + e_\gamma(Q') C^\gamma_5 \), where the coefficients \( C^\alpha_5 \) are the same in both cases. This means that in the selected bases,

\[
G^\alpha_5_{\beta \mu} = \Gamma^\alpha_\beta_\mu. \tag{48}
\]

It is evident that assumption (46) tells one nothing about \( G^5_{\alpha \mu} \) and \( G^5_{\beta \mu} \). To get an idea of what these coefficients can be like, let us now consider a particular case where the connection for five-vector fields is such that there exists a certain local symmetry which can be formulated as the following principle:

For any set of scalar, five-vector and five-tensor fields defined in the vicinity of any point \( Q \) in space-time, by means of a certain procedure one can construct a set of fields in the vicinity of any other point \( Q' \), such that at \( Q' \) these new fields (which will be called equivalent) satisfy the same algebraic and first-order differential relations that the original fields satisfy at \( Q \).

The procedure by means of which the equivalent fields are constructed can be formulated as follows:

1. Introduce at \( Q \) a system of local Lorentz coordinates \( x^\alpha \).
   Introduce the corresponding regular coordinate five-vector basis \( e_A \).
   Introduce the corresponding bases for all other five-tensors.
2. Each scalar field \( f \) in the vicinity of \( Q \) will then determine and be determined by one real coordinate function \( f(x) \). Each five-vector field \( u \) in the vicinity of \( Q \) will determine and be determined by five real coordinate functions \( u^A(x) \) (= components of \( u \) in the basis \( e_A \)).
   Each five-tensor field \( T \) in the vicinity of \( Q \) will determine and be determined by an appropriate number of real coordinate functions \( T_{\alpha \beta \ldots \gamma}^\delta(x) \) (= components of \( T \) in the relevant tensor basis corresponding to \( e_A \)).
3. Introduce at \( Q' \) a system of local Lorentz coordinates \( x'^\alpha \) such that \( x'^\alpha(Q') = x^\alpha(Q) \).
   Introduce the corresponding regular coordinate five-vector basis \( e'_A \).
   Introduce the corresponding bases for all other five-tensors.
4. Then the equivalent scalar, five-vector and five-tensor fields in the vicinity of \( Q' \) will be determined in coordinates \( x'^\alpha \) and in the corresponding bases by the same functions \( f(\cdot) \), \( u^A(\cdot) \), \ldots, \( T_{\alpha \beta \ldots \gamma}^\delta(\cdot) \) that determine the original fields in the vicinity of \( Q \) in coordinates \( x^\alpha \) and in the corresponding bases.

At \( Q' = Q \) the two mentioned systems of local Lorentz coordinates, \( x^\alpha \) and \( x'^\alpha \), are related as follows:

\[
x'^\alpha(P) = x^\alpha(Q) + \Lambda^3_{\alpha \beta} [x^\beta(P) - x^\beta(Q)] + \text{terms of order } [x^\alpha(P) - x^\alpha(Q)]^3,
\]

where \( P \) is an arbitrary point in the vicinity of \( Q \) and \( \Lambda^3_{\alpha \beta} \) is a matrix from \( O(3,1) \). Reasoning as in section 4 of part I, one can show that in the regular basis associated with either of these coordinate systems one should have \( G^5_{\alpha \mu}(Q) = G^5_{\alpha \mu}(Q) = 0 \) and \( G^5_{\alpha \mu}(Q) \propto \eta_{\alpha \mu} \). Since in these coordinates \( g_{\alpha \beta}(Q) \propto \eta_{\alpha \beta} \), too, this means that the connection coefficients \( G^5_{\alpha \mu}(Q) \) are proportional to the components of the metric tensor. Denoting the proportionality factor as \( \varsigma \) and using the obvious transformation formulae for five-vector connection coefficients, one can show that in any regular five-vector basis

\[
G^5_{\alpha \mu} = 0 \tag{50}
\]

and

\[
G^5_{\alpha \mu} = -\varsigma g_{\alpha \mu}. \tag{51}
\]

From requirement (49) it also follows that five-vector connection coefficients should have the same form at any two points in space-time in similar five-vector bases. In the case of four-vector connection coefficients a similar condition is satisfied automatically, and therefore is not necessary. For five-vectors this is a nontrivial requirement, which means that \( \varsigma \) in equation (51) should be a constant.
It is evident that the value of \( \zeta \) is not fixed by the symmetry principle. Since for dimensionless coordinates and curve parameters the connection coefficients are dimensionless and \( \bar{g}_{\alpha\beta} \) are measured in the units of interval squared, \( \zeta \) should have the dimension (interval)\(^{-2}\). There is no sense in talking about five-vectors if \( \zeta = 0 \), for it is impossible to distinguish a five-vector with such rules of parallel transport from a pair consisting of a four-vector and a scalar. Indeed, \( V_5 \) is isomorphic to the direct sum of \( V_4 \) and the space of scalars (regarded as one-dimensional vectors), and it is apparent that at \( \zeta = 0 \) this isomorphism is preserved by parallel transport. Considering this, I will always assume that \( \zeta \neq 0 \).

**B. Five-vectors associated with dimensional curve parameters**

So far we have been dealing with dimensionless curve parameters and coordinates. In practice, the latter are usually selected in such a way so that their values would be associated in some particular way with certain lengths, time intervals or angles determined by the space-time metric. For example, any system of dimensionless Lorentz coordinates in flat space-time is such that the square of the interval between any two events \( A \) and \( B \), measured in certain units \( \ell \), equals

\[
[x^0(A) - x^0(B)]^2 - [x^1(A) - x^1(B)]^2 - [x^2(A) - x^2(B)]^2 - [x^3(A) - x^3(B)]^2.
\]

It is evident that if one changes the unit for measuring the interval as

\[
\ell \to k\ell \quad (k > 0),
\]

the dimensionless Lorentz coordinates will change in the inverse proportion. This enables one to consider the latter as numerical values of certain dimensional quantities, \( \bar{x}^\alpha \), measured in the units of interval, and it is these latter quantities one usually has in mind when using the term “Lorentz coordinates”.

The situation is similar in all other cases and as in the above example, enables one to introduce the corresponding dimensional coordinates. For simplicity, in the following I will suppose that all four coordinates are measured in the units of interval. A convenient property of such dimensional coordinates is that the corresponding metric coefficients, defined by the equation

\[
d\bar{s}^2 = \bar{g}_{\alpha\beta} d\bar{x}^\alpha d\bar{x}^\beta,
\]

are all dimensionless quantities. It is easy to see that \( \bar{g}_{\alpha\beta} \) are the values of the dimensional metric coefficients \( g_{\alpha\beta} \) that correspond to the dimensionless coordinates \( \bar{x}^\alpha \) which are the values of \( x^\alpha \) at the given \( \ell \).

The same idea can be used to define dimensional curve parameters (for simplicity, let us consider only those of them which are measured in the units of interval). One can then introduce the notion of a tangent four-vector corresponding to a curve parameterized by a given dimensional parameter \( \lambda \). Such four-vectors behave as dimensional quantities in the sense that at each \( \ell \) they have a certain “value”, which, by definition, is the four-vector that corresponds to the dimensionless parameter \( \bar{\lambda} \) which is the value of \( \lambda \) for the given \( \ell \). The algebraic operations and parallel transport for such dimensional four-vectors are defined on the basis of the corresponding operations for four-vectors associated with dimensionless parameters. For example, a sum of two dimensional four-vectors \( U \) and \( V \) is a dimensional four-vector whose value at any \( \ell \) equals the sum of the corresponding values of \( U \) and \( V \). It is evident that when one changes \( \ell \) according to formula (52), the value of each dimensional four-vector changes in the same proportion, owing to which the inner product of any two such four-vectors is a dimensionless quantity. This and other properties of four-vectors associated with dimensional curve parameters are well known, and I will not discuss them any further.

Let us now see how one can define a tangent five-vector corresponding to a curve parametrized by some dimensional parameter \( \lambda \). Following the same idea that has been used for tangent four-vectors, one should consider such a five-vector as a quantity that has a certain “value” at every choice of \( \ell \). This “value” is the tangent five-vector that corresponds to the dimensionless parameter \( \bar{\lambda} \) which is the value of \( \lambda \) for the given \( \ell \). Let us now find the operator that corresponds to this latter five-vector.

According to section 2, the general form of the operator representing the five-vector tangent to a curve parameterized by a given dimensionless parameter \( \lambda \) is

\[
a \cdot d/d\lambda + b \cdot \lambda \cdot 1,
\]

where \( a \) and \( b \) are some arbitrary nonzero constants. As it has been said above, the overall normalization of the operators representing five-vectors can always be chosen in such a way that \( a \) be unity. When dimensionless curve parameters are considered by themselves—not as values of some dimensional parameters, one can take \( b = 1 \), too, as it has been done in formula (12). However, if operator (53) represents the value of a five-vector associated with a dimensional parameter \( \bar{\lambda} \), the value of \( b \) has to depend on the choice of \( \ell \). Indeed, let us suppose that one has a dimensional five-vector, \( \mathbf{u} \), represented by a purely differential operator and one parallel transports it from a given space-time point \( Q \) to some other
point $Q'$. By definition, $\mathbf{u}_{\text{transported}}$ is the five-vector at $Q'$ whose value at any $\ell$ equals the value of $\mathbf{u}$ at $Q$ transported from $Q$ to $Q'$ along the selected path. It is evident that if one changes $\ell$ according to formula (52), the value of $\mathbf{u}$ will change in the same proportion, and since parallel transport is a linear operation, so will the value of $\mathbf{u}_{\text{transported}}$. Consequently, the algebraic part of the operator representing $\mathbf{u}_{\text{transported}}$, which in the general case will not be zero, should change in the same proportion as $\ell$, which is only possible if $b$ changes as $b \rightarrow k^2 b$.

We thus see that in the case of five-vectors associated with dimensional curve parameters, the coefficient $b$ in formula (53) has to be the value of some nonzero constant with dimension $(\text{interval})^{-2}$. Apart from being nonzero, this constant is absolutely arbitrary, and it is convenient to choose it equal to the constant $\varsigma$ introduced in the previous subsection. The operator representing a five-vector associated with a dimensional parameter $\lambda$ can then be presented in the following form:

$$d/d\lambda + \lambda \cdot \varsigma \cdot 1.$$  \hspace{1cm} (54)

In a similar manner one can introduce five-vectors corresponding to parameters with dimension other than that of the interval. The algebraic and differential properties of all such five-vectors will be practically the same as those of the five-vectors associated with dimensionless parameters, and only the dimension of certain relevant quantities will be different. For example, in the particular case considered above, both the inner product $h'$ induced by the metric and the nondegenerate inner product $h$ are dimensionless. The relation between the two is still given by formula (6), only now $\xi$ has the dimension of $(\text{interval})^{-2}$.

In the case of dimensional five-vectors, there exist three convenient ways to normalize the fifth basis vector in a standard five-vector basis and, accordingly, there are three ways to define a regular basis.

In those cases where the emphasis is made on parallel transport of five-vectors, it is convenient to choose $\mathbf{e}_5 = \varsigma \cdot 1$. Then, in the corresponding regular basis (in the one where the four basic five-vectors belong to $\mathcal{Z}$) one will have $G^{5}_{\alpha\mu} = - g_{\alpha\mu}$, and the fifth component of any five-vector $\mathbf{u}$ will equal $\lambda u$. In the following, such a basis will be referred to as an active regular basis.

In those cases where the emphasis is made on the action of five-vectors on scalar functions, it is convenient to take $\mathbf{e}_5 = 1$. In the corresponding regular basis one will then have $G^{5}_{\alpha\mu} = - \varsigma g_{\alpha\mu}$, and the fifth component of any five-vector $\mathbf{u}$ will equal $\varsigma \lambda u$. In the following, such a basis will be referred to as a passive regular basis.

Finally, in those cases where the emphasis is made on the inner product of five-vectors (at some particular choice of $\xi$), it is convenient to normalize $\mathbf{e}_5$ by the requirement $h(\mathbf{e}_5, \mathbf{e}_5) = \varsigma g \varsigma$. It is evident that this equation has two solutions: $\mathbf{e}_5 = \varsigma^{-1/2} \varsigma \cdot 1$ and $\mathbf{e}_5 = - \varsigma^{-1/2} \varsigma \cdot 1$, and to be definite, I will choose the first one. In the corresponding regular basis one will then have $G^{5}_{\alpha\mu} = - \varsigma^{1/2} g_{\alpha\mu}$, and the fifth component of any five-vector $\mathbf{u}$ will equal $\varsigma^{1/2} \lambda u$. In the following, such a basis will be referred to as a normalized regular basis and the operator $\varsigma^{-1/2} \varsigma \cdot 1$ will be denoted as $\mathbf{n}$.

From now on, unless it is stated otherwise, I will talk only about five-vectors associated with dimensional curve parameters and coordinates, and will omit the bar over the dimensional $x^\alpha$ and $\lambda$. It is evident that any result obtained for such five-vectors can readily be reformulated for five-vectors corresponding to dimensionless parameters.

C. Four-vectors as simple bivectors over $V_5$

We are now ready to demonstrate that the five-vectors introduced formally in part I can be identified with the five-dimensional tangent vectors introduced in this paper. More precisely, it will be shown that there can be established a natural isomorphism between the space of four-vectors and one of the maximal vector spaces of simple bivectors over $V_5$ and that in those cases where the connection for five-vectors possesses the local symmetry considered in subsection A, this isomorphism is preserved by parallel transport. This will mean that the five-vectors considered in this paper have all the formal properties postulated for five-vectors in part I.

Let us fix a nonzero five-vector $\mathbf{e} \in \mathcal{E}$ and consider all simple bivectors of the form $\mathbf{u} \wedge \mathbf{e}$, where $\mathbf{u} \in V_5$. It is evident that $\mathbf{u} \wedge \mathbf{e} = \mathbf{v} \wedge \mathbf{e}$ if and only if $\mathbf{u} - \mathbf{v} \in \mathcal{E}$, which is exactly the equivalence relation $R$ of subsection 1.C. Thus, one is able to establish a one-to-one correspondence between four-vectors and elements of the maximal vector space of simple bivectors over $V_5$ with the directional vector belonging to $\mathcal{E}$. It is evident that this correspondence is a homomorphism and that it depends on the choice of the arbitrary nonzero vector $\mathbf{e}$. Let us fix the latter by requiring that the considered correspondence be an isomorphism.

Let us consider some particular nondegenerate inner product on $V_5$, where the constant $\xi$ has been chosen positive, so that $h$ would have the signature $(+ - - +)$. It is not difficult to check that if $\mathbf{u} \in U$
and \( v \in V \), then

\[
g(U, V) = h(u, v) - \frac{h(e, u)h(e, v)}{h(e, e)}. \tag{55}
\]

On the other hand, the inner product of \( u \wedge e \) and \( v \wedge e \) induced by \( h \) is

\[
h(u \wedge e, v \wedge e) = h(u, v)h(e, e) - h(e, u)h(v, e).
\]

For the correspondence \( U \mapsto u \wedge e \) to be an isomorphism \( g(U, V) \) should equal \( h(u \wedge e, v \wedge e) \) for all \( u \) and \( v \), which is only possible if \( h(e, e) = 1 \). This means that \( e \) is either \(+n\) or \(-n\). We thus see that (for the given \( \xi > 0 \)) there exist two isomorphisms of \( V_4 \) onto the considered maximal vectors space of simple bivectors, and unless additional requirements are imposed, the choice between the two is a matter of convention. To be definite, I will take \( e = n \).

The fact that the above isomorphism (actually, both of them) is preserved by parallel transport becomes evident if one considers that the relation \( u \in U \) is invariant under parallel transport and that \( n \) is transported into \( n \).

One can now use all the results obtained within the formal theory of five-vectors. Most of the definitions made in the present paper correspond to those made in part I. The only essential difference concerns the associated four-vector basis.

When introducing five-vectors formally, one has no means of associating them with four-dimensional tangent vectors other than saying that a five-vector \( u \) corresponds to the four-vector identified with the bivector \( u \wedge e \), where \( e \) is some directional vector.

The only way one can fix \( e \) within the formal theory is to require that it be of certain length. However, since the inner product of five-vectors is an object of study itself, one prefers to have a purely “kinematic” relation between the four- and five-vector bases, and the only sensible choice is to take \( E_\alpha = e_\alpha \wedge e_5 \). This means that

\[
E_\alpha = \xi^{1/2}l_\alpha \times (\text{the equivalence class of } e_\alpha). \tag{56}
\]

Considering that \( \xi (l_\alpha)^2 = h(e_\alpha, e_5) \), from formula (55) one obtains the relation between the components of \( g \) and \( h \) derived in part I:

\[
g_{\alpha \beta} = h_{\alpha 5}h_{\beta 5} - h_{\alpha 5}h_{\beta 5}.
\]

Furthermore, if \( \nabla_\mu n = 0 \), then \( G^5_{\alpha \mu} = (l_\alpha)^{-1}(\delta_{\mu 5}l_\alpha) \), and for the four-vector connection coefficients corresponding to basis (56) one has

\[
\Gamma^\alpha_{\beta \mu} = G^B_{\beta \mu} + \delta^\alpha_\beta G^5_{\beta \mu},
\]

which is exactly the relation obtained in part I. Finally, if one assumes that flat space-time possesses the symmetry considered in subsection A, then in any orthonormal standard five-vector basis one will have

\[
G^5_{\alpha \mu} = 0 \quad \text{and} \quad G^5_{\alpha \mu} = -\kappa g_{\alpha \mu},
\]

where \( \kappa = \xi^{1/2} \) (if we had taken \( e = -n \), we would have had \( \kappa = -\xi^{1/2} \)).

Let me also say a few words about the equation for the first covariant derivative of \( h \). Straightforward calculations similar to those made in part I give the following result:

\[
\{\nabla_U h\}(v, w) = \kappa g(U, V)h(w, n) + \kappa g(U, W)h(v, n), \tag{57}
\]

where it is assumed that \( v \in V \) and \( w \in W \). Since for any \( v \) one has \( \kappa h(v, n) = \xi^{-1} \lambda_\nu \), this equation can also be presented as

\[
\{\nabla_U h\}(v, w) = \xi h(u, v)\lambda_\nu + \xi g(U, W)\lambda_\nu. \tag{58}
\]

It is easy to see that for an arbitrary nonzero \( e \in \xi \) the bivectors \( v \wedge e \) and \( w \wedge e \) correspond to the four-vectors \( \xi^{1/2}\lambda_\nu U \) and \( \xi^{1/2}\lambda_\nu W \), respectively. Thus, by multiplying both sides of equation (57) by \( \xi (l_\alpha)^2 = h(e, e) \) one obtains

\[
h(e, e)\{\nabla_U h\}(v, w) = \kappa g(U, v \wedge e)h(w, e) + \kappa g(U, w \wedge e)h(v, e),
\]

which is exactly the equation for \( \nabla h \) obtained within the formal theory of five-vectors.

D. Operator \( \nabla \) and matrix \( g \) with five-vector indices

Above I have introduced the covariant derivative operator, \( \nabla_U \), which differentiates five-vector fields in the direction specified by its argument—by the four-vector \( U \). As a consequence, the corresponding connection coefficients, \( G^A_{\beta \mu} \), have indices of two kinds: two five-vector indices \( A \) and \( B \) and one four-vector index \( \mu \). This is not very convenient in those cases where indices of different kinds have to be permuted, for any relation with such permutations is valid only if the four- and five-vector bases have been chosen accordingly.

This inconvenience can be easily eliminated if instead of \( \nabla_U \) one considers the operator \( \nabla_U \), defined by the relation

\[
\nabla_u = \nabla_U \quad \text{for} \quad u \in U. \tag{59}
\]

It is obvious that \( \nabla_u \) is absolutely equivalent to \( \nabla_U \). However, unlike the latter, it formally depends on a
It is evident that \( \nabla_u = \nabla_{\langle u \rangle} \) for any five-vector \( u \), so for any \( e \in E \) one has \( \nabla_e = 0 \). Operator \( \nabla_u \) is the analog of the operator \( \partial_u \) that acts upon scalar functions, and relation (59) is the analog of the relation

\[
\partial_u = \partial_U \quad \text{for} \quad u \in U.
\]

It is natural to introduce the notation \( \nabla_A \equiv \nabla_{\langle e_A \rangle} \). Then, in any standard five-vector basis one has \( \nabla_5 = 0 \) and \( \nabla_\mu \) (with a four-vector index) = \( \nabla_\mu \) (with a four-vector index). In view of this, I will use the same carrier letter ‘\( G \)’ to denote the connection coefficients corresponding to \( \nabla_A \):

\[
\nabla_A e_B = e_C G_{BA}^C.
\]

Then \( G_{BA}^A \) with a five-vector \( \mu \) will equal \( G_{BA}^B \) with a four-vector \( \mu \) in any standard basis, and rules (47), (48), (50), and (51) will apply to \( G_{BC}^A \) with any changes. In addition, one will have a fifth rule: that in any standard five-vector basis,

\[
G_{BA}^A = 0.
\]

In the usual manner one can derive the transformation formula for \( G_{BA}^A \), corresponding to the basis transformation \( e_A' = e_B L_B^A \),

\[
G_{BA}^A = (L^{-1})_A^D G_{DE}^D L_B^E L_C^F + (L^{-1})_A^D (\partial_F L_B^D) L_C^F.
\]

If both bases are standard, one will have \( G_{BA}^A = G_{BA}^B = 0 \) and

\[
G_{BA}^A = (L^{-1})_A^D G_{DE}^D L_B^E L_C^F + (L^{-1})_A^D (\partial_F L_B^D) L_C^F,
\]

which is the usual formula for transformation of connection coefficients.

In a similar manner one can deal with four-vector indices in \( g_{\mu \nu} \). Actually, I have already defined the corresponding four-vector quantity in subsection 1.F, where it has been denoted as \( h' \). From now on, instead of \( h'(u, v) \) I will use the notation \( g(u, v) \), so formulae (5) and (6) will acquire the form:

\[
g(u, v) = g(U, V)
\]

for \( u \in U \) and \( v \in V \), and

\[
h(u, v) = g(u, v) + \xi \cdot \lambda_u \lambda_v.
\]

It is evident that \( g(u, v) = g(u^2, v^2) \) for any five-vectors \( u \) and \( v \), so for any \( e \in E \) one has \( g(u, e) = 0 \). If one now introduces the notation \( g_{AB} \equiv g(e_A, e_B) \), then in any standard five-vector basis one will have

\[
g_{55} = g_{a5} = g_{a5} = 0
\]

and

\[
g_{a\beta}^{(\text{with five-vector indices})} = g_{\alpha \beta}^{(\text{with four-vector indices})}.
\]

From these formulae and equations (47) and (48) of subsection A it follows that in any standard five-vector basis

\[
\partial_\mu g_{AB} - g_{CB} G_{AB}^C - g_{AC} G_{B\mu}^C = 0,
\]

which means that \( g \) regarded as a five-tensor satisfies the equation \( \nabla g = 0 \).

The latter equation and formula (60) enable one to obtain the following expression for the first covariant derivative of the inner product \( h \) regarded as a five-tensor:

\[
\{ \nabla_u h \}(v, w) = \xi \{ \nabla_u \lambda \}_v \lambda_w + \xi \lambda_w \{ \nabla_u \lambda \}_v,
\]

where \( \{ \nabla_u \lambda \}_v \equiv \partial_u \lambda_v - \lambda_v \{ \nabla_u \lambda \}_v \). Comparing this expression with equation (58), one can see that the latter is equivalent to the following simpler equation:

\[
\{ \nabla_u \lambda \}_v = g(u, v).
\]

E. Forms associated with five-vectors

As in the case of any other type of vectors, one can consider linear forms corresponding to five-vectors. Such forms will be denoted with lower-case boldface Roman letters with a tilde: \( \tilde{a}, \tilde{b}, \tilde{c}, \) etc., and their space will be denoted as \( \tilde{V}_5 \). To distinguish a \( p \)-form associated with five-vectors from a \( p \)-form associated with four-vectors I will call the former a \( \text{five-vector} \) \( p \)-form and the latter a \( \text{four-vector} \) \( p \)-form.

Five-vector \( 1 \)-forms have all the properties common to linear forms in general. In addition, they have several specific features, which are due to their association with five-vectors, and it is these latter properties I will now consider.

The existence of two distinguished subspaces in \( V_5 \) results in the existence of two distinguished subspaces in \( \tilde{V}_5 \). The first of these subspaces is made up by all those \( 1 \)-forms from \( \tilde{V}_5 \) whose contraction with any five-vector from \( E \) is zero. It is evident that this subspace is four-dimensional, and I will denote it as \( \tilde{Z} \). The other distinguished subspace is made up by all those \( 1 \)-forms that have a zero contraction with any five-vector from \( \tilde{Z} \). This subspace is one-dimensional, and I will denote it as \( \tilde{E} \). It is easy to see that \( \tilde{Z} \) and \( \tilde{E} \) have only one common element—the zero \( 1 \)-form, and that \( \tilde{V}_5 \) is the direct sum of \( \tilde{Z} \) and \( \tilde{E} \). The components of an arbitrary five-vector \( 1 \)-form \( \tilde{w} \) in these two subspaces will be denoted as \( \tilde{w}_\tilde{Z} \) and \( \tilde{w}_\tilde{E} \), respectively.
If \( e_A \) is a standard five-vector basis and \( \tilde{o}^A \) is the corresponding dual basis of five-vector 1-forms, then \( \tilde{o}^\alpha \in \tilde{Z} \) for all \( \alpha \). The fifth basis 1-form will not necessarily be an element of \( \tilde{E} \): this will be the case only if all \( e_\alpha \in Z \). The same conclusions follow from the transformation formulae for the dual basis of 1-forms, corresponding to the transformation \( e'_A = e_B L_A^B \) from one standard five-vector basis to another. Since in this case \( (L^{-1})_5^5 = 0 \), one has
\[
\tilde{o}'^\alpha = (L^{-1})_B^\alpha \tilde{o}^B = (L^{-1})_\beta^\alpha \tilde{o}^\beta,
\]
but
\[
\tilde{o}'^5 = (L^{-1})_5^5 \tilde{o}^5 + (L^{-1})_\beta^5 \tilde{o}^\beta.
\]

If \( e_A \) is a passive regular basis, then \( \tilde{o}^5 \in \tilde{E} \) and \( <\tilde{o}^5, 1> = 1 \). This particular five-vector 1-form will be denoted as \( \tilde{1} \).

The fact that \( Z \) is isomorphic to \( V_4 \) enables one to establish a natural isomorphism between \( \tilde{Z} \) and the space of four-vector 1-forms, which will be denoted as \( \tilde{V}_4 \). Namely, to each five-vector 1-form \( \tilde{w} \) from \( \tilde{Z} \) one can put into correspondence such a four-vector 1-form \( \tilde{W} \) that for any five-vector \( u \in \tilde{Z} \) one will have
\[
<\tilde{w}, u> = <\tilde{W}, U>,
\]
where \( u \in U \). It is evident that this isomorphism can be extended to a map of \( \tilde{V}_5 \) onto \( \tilde{V}_4 \), which will be a homomorphism but will not be a one-to-one correspondence. In the standard way, this latter map defines an equivalence relation on \( \tilde{V}_5 \):
\[
\tilde{u} \equiv \tilde{v} \text{ iff their images in } \tilde{V}_4 \text{ are equal. (62)}
\]

This enables one to regard \( \tilde{V}_4 \) as a quotient set and four-vector 1-forms as equivalence classes. It is not difficult to see that the equality of the images of \( \tilde{u} \) and \( \tilde{v} \) in \( \tilde{V}_4 \) is equivalent to \( \tilde{u} - \tilde{v} \in \tilde{E} \). The relation between \( \tilde{V}_4 \) and \( \tilde{V}_5 \) is thus similar to the relation between \( V_4 \) and \( V_5 \), however, unlike the latter, it is not preserved by parallel transport, as it will be shown below.

The parallel transport of five-vector 1-forms is defined in the standard way: by requiring that it conserve the contraction. Consequently, if \( G^A_{B\mu} \) are connection coefficients for a standard five-vector basis, then for the corresponding dual basis of 1-forms one has
\[
\nabla_\mu \tilde{o}^A = -G^A_{B\mu} \tilde{o}^B, \tag{63}
\]
and from formulae (47) and (48) one obtains that
\[
\nabla_\mu \tilde{o}^\alpha = -G^\alpha_{B\mu} \tilde{o}^B = -G^\alpha_{\beta\mu} \tilde{o}^\beta = -\Gamma^\alpha_{\beta\mu} \tilde{o}^\beta.
\]

This means that 1-forms from \( \tilde{Z} \) are transported into 1-forms from \( \tilde{Z} \) and that the isomorphism between \( \tilde{Z} \) and \( \tilde{V}_4 \) is preserved by parallel transport. From formula (63) it also follows that
\[
\nabla_\mu \tilde{o}^5 = -G^5_{5\mu} \tilde{o}^5 - G^5_{\beta\mu} \tilde{o}^\beta,
\]
which shows that in the general case, 1-forms from \( \tilde{E} \) are not transported into 1-forms from \( \tilde{E} \), so equivalence relation (62) is not invariant under parallel transport.

As in the case of any other vector space, each inner product on \( V_5 \) defines a certain correspondence between five-vectors and five-vector 1-forms. Since one has two inner products on \( V_5 = g \) and \( h \), there are two such correspondences, which will be denoted as \( \vartheta_g \) and \( \vartheta_h \), respectively. By definition, \( \vartheta_g (u) \) is such a five-vector 1-form that
\[
<\vartheta_g (u), v> = g (u, v) \text{ for any } v \in V_5. \tag{64}
\]

The definition of the 1-form \( \vartheta_h (u) \) is similar. It is evident that both \( \vartheta_g \) and \( \vartheta_h \) are linear maps of \( V_5 \) into \( \tilde{V}_5 \). If \( w^\alpha \) are components of some five-vector \( u \) in a certain five-vector basis, then the components of \( \vartheta_g (u) \) and \( \vartheta_h (u) \) in the corresponding dual basis of 1-forms are \( g_{AB} w^B \) and \( h_{AB} w^B \), respectively. Since the matrix \( h_{AB} \) is nondegenerate, this means that \( \vartheta_h \) is a one-to-one correspondence and is a map of \( V_5 \) onto \( \tilde{V}_5 \). It is also easy to see that \( \vartheta_h (Z) = \tilde{Z} \) and \( \vartheta_h (\mathcal{E}) = \tilde{E} \). By contrast, \( \vartheta_g \) is neither a one-to-one correspondence nor a surjection. It is evident that \( \vartheta_g (u) = \vartheta_g (u^2) = \vartheta_h (u^2) \), so \( \vartheta_g (Z) = \tilde{Z} \), but \( \vartheta_g (\mathcal{E}) = \{0\} \). Consequently, one can use \( g_{AB} \) only to lower five-vector indices. Raising indices with \( g_{AB} \) is possible only if one confines oneself to five-vectors from \( Z \) and to 1-forms from \( \tilde{Z} \).

All this is in agreement with the general theorem that asserts that the following three statements are equivalent: (i) the correspondence between vectors and linear forms induced by a given inner product is injective; (ii) this correspondence is surjective; (iii) the inner product is nondegenerate.

Another general theorem states that the correspondence between vectors and linear forms is invariant under parallel transport if and only if the corresponding inner product is covariantly constant. Since \( g \), as a five-tensor, satisfies the equation \( \nabla g = 0 \), one has
\[
[g_{AB}(u)]_{\text{transported}} = g_{AB}(u^{\text{transported}})
\]
for any \( u \). Alternatively, this can be expressed as
\[
\nabla_v [g_{AB}(u)] = \vartheta_g (\nabla_v u)
\]
for all \( u \) and \( v \), which means that the lowering of five-vector indices with \( g_{AB} \) commutes with covariant differentiation.
As it has been discussed earlier, the nondegenerate inner product \( h \) is not covariantly constant, and so in the general case, \( [\partial_h(u)]^{\text{transported}} \) does not coincide with \( \partial_h(u')^{\text{transported}} \). Consequently, the lowering and raising of five-vector indices with \( h_{AB} \) does not commute with covariant differentiation, and one should take special care whenever these two operations are performed on the same five-tensor.

In section 5 of part I I have introduced the five-vector 1-form \( \tilde{x} \), which by definition coincides with the fifth element of the 1-form basis dual to an active regular five-vector basis. Comparing this with the definition of the 1-form \( \tilde{\alpha} \), one finds that \( \tilde{x} = \zeta^{-1} \cdot \tilde{\alpha} \). Furthermore, it is easy to see that for any five-vector \( v \),

\[
\lambda_v = \langle \tilde{x}, v \rangle .
\]
Substituting this expression for \( \lambda_v \) into the definition of \( \nabla \lambda \), one finds that

\[
\{\nabla_u \lambda\}_v = \partial_u \langle \tilde{x}, v \rangle - \langle \tilde{x}, \nabla_u v \rangle = \langle \nabla_u \tilde{x}, v \rangle .
\]
Substituting this latter expression and definition (64) into equation (61), one obtains that

\[
\langle \nabla_u \tilde{x} - \vartheta_g(u), v \rangle = 0
\]
for any five-vector \( v \), which means that

\[
\nabla_u \tilde{x} = \vartheta_g(u) \tag{65}
\]
for any \( u \), which is nothing but equation (38) of part I. In equation (65) the 1-form \( \vartheta_g(u) \) can be presented as a contraction of \( g \) regarded as a five-tensor of rank \((0, 2)\), with the five-vector \( u \). Considering also that \( \nabla_u \tilde{x} = \langle \nabla \tilde{x}, u \rangle \), one can present equation (65) as

\[
\nabla \tilde{x} = g.
\]

Let me finally say a few words about five-vector \( p \)-forms with \( p \) other than 1. It is a simple matter to see that any five-vector \( p \)-form \( \tilde{s} \) with \( p > 1 \) can be uniquely presented as a sum of two terms: \( i \) a \( p \)-form made only of 1-forms from \( \tilde{Z} \) and \( \tilde{E} \) a wedge product of the type \( \tilde{t} \wedge \tilde{\alpha} \), where \( \tilde{t} \) is a \( (p-1) \)-form. In the following, these two terms will be referred to as the \( \tilde{Z} \)- and \( \tilde{E} \)-components of \( \tilde{s} \), respectively, and will be denoted as \( \tilde{s}^{\tilde{Z}} \) and \( \tilde{s}^{\tilde{E}} \). It is easy to see that at \( p = 1 \) this definition agrees with the definition of the \( \tilde{Z} \)- and \( \tilde{E} \)-components of a 1-form given above. It is obvious that a five-vector 5-form has only the \( \tilde{E} \)-component, and it is convenient to take that for any 0-form \( f \),

\[
f^{\tilde{Z}} = f \text{ and } f^{\tilde{E}} = 0.
\]
The application of five-vector forms in exterior differential calculus will be discussed in detail in part IV.
One-sided Lévy stable distributions
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Abstract

In this paper, we show new representations of one-sided Lévy stable distributions for irrational Lévy indices of the type \( \left( \frac{p}{q} \right)^{\frac{1}{l}} \) which are not covered in [8]: for rational Lévy indices. Furthermore, other equivalent representations for a distribution of a rational Lévy index is described. We also give a simplest proof for the formulae which cover the cases for rational Lévy indices. Finally we introduce the concepts of Lévy smashing and Lévy-smashed gamma stochastic processes.

1 Introduction and preliminary results

In [8], Penson and Górska obtained a general form of one-sided Lévy stable distributions expressed as a Meijer G-function for rational Lévy indices by putting \( v = 0 \) and \( a = 1 \) in the formula 2.2.1.19 in vol. 5 of [10]. In [2], the role of Mathai transformation in the theory of fractional calculus, which connects ordinary integral to fractional integral through their kernels, is described and \( \alpha \)-level space is defined. Furthermore it is insisted that fractional integral and derivative preserve the Lévy structure defined in [2]. The Lévy structure is nothing but the integrand \( \frac{\Gamma(\frac{a}{\alpha}-s)}{\alpha \Gamma(1-s)} \) of the \( \mathcal{H} \)-function representation of the Lévy distribution with \( \alpha \) known as the Lévy index which lies between 0 and 1. Hence the case of simple irrational Lévy indices of the type \( \left( \frac{p}{q} \right)^{\frac{1}{l}} \) can be handled.

In this paper, we provide formulae for one-sided Lévy distribution of irrational Lévy index for \( 0 < \alpha < 1 \) and some techniques to generate infinitely many new representations of one-sided Lévy distribution. Furthermore, we introduce the concept of Lévy smashing as a consequence of Lévy effect on the family of gamma density functions and Lévy-smashed stochastic processes.

We will use the following integral representation of the gamma function:

\[
\Gamma(z) = p^z \int_0^{\infty} t^{z-1} e^{-pt} dt, \quad \Re(p) > 0, \Re(z) > 0
\]

\[
= \lim_{n \to \infty} \frac{n! \, n^z}{z(z+1) \cdots (z+n)}, \quad z \neq 0, 1, 2, 3, \ldots
\]

Pochhammer symbol is defined as

\[
(b)_k = b(b+1) \cdots (b+k-1), \quad (b)_0 = 1, \quad b \neq 0
\]

\[
= (a)_k = \frac{\Gamma(a+k)}{\Gamma(a)} \quad \text{whenever the gammas exist.}
\]

\(^1\)Corresponding Author Address: Centre for Mathematical Sciences, Pala Campus, Arunapuram P.O., Pala, Kerala-686 574, India, Email: jhan176@yahoo.com, jhan176@gmail.com
For $H$-function representations and their convergence conditions, consult with [6], [7]:

\[
H_{p,q}^{m,n} \left[ z \left| \left( a_1, A_1 \right), \left( a_2, A_2 \right), \ldots, \left( a_p, A_p \right) \right| \right] = \frac{1}{2\pi i} \oint_L \left\{ \prod_{j=1}^{m} \Gamma(b_j + B_js) \prod_{j=m+1}^{n} \Gamma(1 - b_j - B_js) \right\} z^{-s} ds.
\]

Generalized Wright function, which is well explained in [7] and which is a particular case of the $H$-function, is

\[
p\Psi_q \left[ z \left| \left( a_1, A_1 \right), \left( a_2, A_2 \right), \ldots, \left( a_p, A_p \right) \right| \right] = \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{p} \Gamma(a_i + A_j n)}{\prod_{j=1}^{q} \Gamma(b_j + B_j n) n!} z^n
\]

where $a_i, b_j \in \mathbb{C}$ and $A_i, B_j \in \mathbb{R}$: $A_i \neq 0, B_j \neq 0, i = 1, \ldots, p, j = 1, \ldots, q$: $\sum_{j=1}^{q} B_j - \sum_{i=1}^{p} A_i > -1$ for absolute convergence.

Hypergeometric series, which is well explained in [6] and which is a particular case of the $H$-function, is

\[
pF_q \left( a_1, \ldots, a_p; b_1, \ldots, b_q; z \right) = \sum_{n=0}^{\infty} \frac{\prod_{i=1}^{p} (a_i)}{\prod_{j=1}^{q} (b_j) n!} z^n
\]

which is absolutely convergent for all $z$ in $\mathbb{C}$ if $p \leq q$.

**Definition 1.1** \textit{Lévy jump function is defined as follows}

\[
\left[ \begin{array}{c}
\frac{j}{q}
\end{array} \right]_n = \begin{cases}
\left\lfloor \frac{j}{q} \right\rfloor, & j < n, \ j, n \in \mathbb{Z}^+
\end{cases}
\]

\[
\left[ \begin{array}{c}
\frac{j}{q} + 1
\end{array} \right]_n = \begin{cases}
\left\lfloor \frac{j}{q} + 1 \right\rfloor, & j \geq n, \ j, n \in \mathbb{Z}^+.
\end{cases}
\]

**Lemma 1.1** \textit{[Stirling asymptotic formula] [6]}

For $|z| \to \infty$ and $\alpha$ a bounded quantity,

\[
\Gamma(z + \alpha) \approx (2\pi)^{1/2} z^{z + \alpha - 1/2} e^{-z}.
\]

(1.1)

**Lemma 1.2**

\[
\Gamma \left( -v + \frac{j}{q} - \left[ \frac{j}{q} \right]_i \right) = \frac{(-1)^q \Gamma \left( \frac{j}{q} - \left[ \frac{j}{q} \right]_i \right)}{\left( 1 - \frac{j}{q} + \left[ \frac{j}{q} \right]_i \right)}
\]

\[
\Gamma \left( -v + \frac{iq - jp}{pq} \right) = \frac{(-1)^q \Gamma \left( \frac{iq - jp}{pq} \right)}{\left( 1 - \frac{iq - jp}{pq} \right)}
\]

and

\[
H_{p,q}^{m,n} \left[ z \left| \left( a_p, A_p \right) \right. \right] = k H_{p,q}^{m,n} \left[ z \left| k \left( a_p, k A_p \right) \right. \right]
\]

where $v, n, p, q, i, j \in \mathbb{Z}^+$ and $k > 0$.

**Proof.** Use the formula in [6], p44, $\Gamma(\beta + 1 - v) = \frac{(-1)^v \Gamma(\beta + 1 - \beta)}{(-\beta)^v}$ and the properties in [7], which complete the proof.
2 Lévy stable distribution of Lévy index \( \left( \frac{p}{q} \right)^{\frac{l_2}{l_1}} \)

Let

\[
f_\alpha(x) = \frac{1}{2\pi i} \int_{L} \frac{\Gamma(\frac{1-s_1}{\alpha})}{\alpha \Gamma(1-s_1)} x^{-s_1} ds_1, \quad 1 > \alpha > \text{Re}(s_1) > 0.
\]

\(\frac{\Gamma(\frac{1-s}{\alpha})}{\alpha \Gamma(1-s)}\) appears firstly in [5] in the literature. Then \(f_\alpha(x)\) is the well known Levy density function having the Laplace transform \(e^{-t^\alpha}\).

**Theorem 2.1** Let \(0 < \alpha < 1\) and \(p, q, l_1, l_2\) be arbitrary positive integers such that \(0 < \alpha = \left( \frac{p}{q} \right)^{\frac{l_2}{l_1}} < 1\), \(p < q\) and \(l = \left( \frac{p}{q} \right)^{\frac{l_1}{l}}\).

If \(l\) is not a positive integer and \(l_1 \neq l_2\), then

\[
f_{(\alpha,l)}(x) = \frac{l\sqrt{pq}}{x(2\pi)^{\frac{q-2}{2}}} H_{p,q}^{q,0} \left[ \frac{p^{pl}}{x^{pl} q^q} \right](1,1,\ldots,\frac{p-1}{p},l) \]

\[
= \frac{l\sqrt{pq}}{x(2\pi)^{\frac{q-2}{2}}} \left( \frac{p^l}{x^{l} q^q} \right) \Psi_{\frac{1}{q}} \left[ \frac{p^{pl}}{x^{pl} q^q} \right](1,1,\ldots,\frac{p-1}{p},l) + \frac{l\sqrt{pq}}{x(2\pi)^{\frac{q-2}{2}}} \sum_{j=1}^{q-1} \left( \frac{p^{lj}}{x^{lj} q^q} \right).
\]

If \(l = 1\) and \(l_1 = l_2\), then

\[
f_{(\alpha,1)}(x) = \frac{\sqrt{pq}}{x(2\pi)^{\frac{q-2}{2}}} H_{p-1, q-1}^{q-1,0} \left[ \frac{p^p}{x^p q^q} \right](\frac{1}{q},\ldots,\frac{p-1}{p},1) \]

\[
= \frac{\sqrt{pq}}{x(2\pi)^{\frac{q-2}{2}}} \sum_{j=1}^{q-1} \left( \frac{p^{lj}}{x^{lj} q^q} \right) \prod_{k=1}^{q-1} \Gamma \left( \frac{1}{q} - \frac{2}{q} - \frac{j}{q} \right) \prod_{k=1}^{q-1} \Gamma \left( \frac{i-2j}{pq} \right) \times p-1 F_{q-2} \left[ (-1)^{q-p} \frac{p^p}{x^p q^q} \left( 1, \ldots, \frac{p-1}{pq} \right) \right] \left( 1, \ldots, \frac{p-1}{pq} \right). \]

If \(l\) belongs to the set \(\{2, 3, 4, \ldots\}\) and \(l_1 \neq l_2\), then

\[
f_{(\alpha,l)}(x) = \frac{\sqrt{pq}}{x(2\pi)^{\frac{q-2}{2}}} H_{p+l, q-1}^{q-1,0} \left[ \frac{p^{pl}}{x^{pl} q^q} \right](\frac{1}{q},\ldots,\frac{p-1}{p},l) \]

\[
= \frac{\sqrt{pq}}{x(2\pi)^{\frac{q-2}{2}}} \sum_{j=1}^{q-1} \left( \frac{p^{lj}}{x^{lj} q^q} \right) \times q-2 \Psi_{p-1+l-1} \left[ \frac{p^{lj}}{x^{lj} q^q} \left( 1, \ldots, \frac{p-1}{pq} \right) \right] \left( 1, \ldots, \frac{p-1}{pq} \right). \]
Proof. Here we use a transformation $1 - s_1 = s$, then

$$f_{\alpha}(x) = \frac{1}{2\pi i} \oint_{L} \frac{\Gamma(s)}{\Gamma(\alpha s)} x^{\alpha s - 1} ds, \quad \frac{1}{\alpha} > \text{Re}(s) > \frac{1 - \alpha}{\alpha} > 0. \quad (2.5)$$

Now, by using the Gauss-Legendre formula (Multiplicative formula) for gamma function, namely

$$\Gamma(mz) = (2\pi)^{-\frac{m}{2}} m^{mz - \frac{1}{2}} \Gamma(z) \Gamma(z + \frac{1}{m}) \cdots \Gamma(z + \frac{m-1}{m}), \quad m = 1, 2, \cdots,$$

we have

$$\Gamma(\alpha s) = \Gamma \left( \left( \frac{p}{q} \right)^{\frac{\alpha}{q}} s \right) = \Gamma \left( \frac{l_1 s}{q} \right) = (2\pi)^{-\frac{p}{2}} p^{\frac{l_1 s}{q} - \frac{1}{2}} \Gamma \left( \frac{l_1 s}{q} \right) \Gamma \left( \frac{l_1 s}{q} + \frac{1}{p} \right) \cdots \Gamma \left( \frac{l_1 s}{q} + \frac{p-1}{p} \right).$$

Apply to the integrand in (2.5), then

$$f_{(\alpha,l)}(x) = \frac{1}{x} \frac{1}{2\pi i} \oint_{L} \frac{\Gamma(s)}{(2\pi)^{\frac{s}{2}} s^{\frac{l_1 s}{q}}} \frac{\Gamma \left( \frac{l_1 s}{q} + \frac{1}{p} \right)}{x^{l_1 s}} ds$$

where $\alpha = \frac{p}{q} = \frac{p}{q} \left( \frac{\alpha}{q} \right)^{\frac{\alpha}{q}} = \left( \frac{p}{q} \right)^{\frac{\alpha}{q}}$. We use

$$H_{p,q}^{m,n} \left[ z \left| \begin{array}{l} \left( a_p, A_p \right) \\ \left( b_q, B_q \right) \end{array} \right. \right] = k \cdot H_{p,q}^{m,n} \left[ z \left| \begin{array}{l} k \left( a_p, kA_p \right) \\ k \left( b_q, kB_q \right) \end{array} \right. \right]$$

in Lemma 1.2. Then

$$f_{(\alpha,l)}(x) = \frac{q}{2\pi i x} \oint_{L} \frac{\Gamma(qs)}{(2\pi)^{\frac{s}{2}} s^{\frac{l_1 s}{q}}} \frac{\Gamma(\frac{qs}{q}) x^{pls}}{x^{l_1 s} ds}$$

$$= \frac{q}{2\pi i x} \oint_{L} \frac{(2\pi)^{\frac{l_1 s}{q}} q^{pls - \frac{1}{2}} \Gamma(sl_1 + \frac{1}{q}) \cdots \Gamma(sl_1 + l_1 \frac{q-1}{q}) x^{pls}}{(2\pi)^{\frac{l_1 s}{q}} q^{pls - \frac{1}{2}} \Gamma(sl_1 + \frac{1}{q}) \cdots \Gamma(sl_1 + l_1 \frac{q-1}{q}) ds}$$

$$= \frac{1}{2\pi i} \oint_{L} \frac{\sqrt{pq}}{x(2\pi)^{\frac{l_1 s}{q}} \Gamma(sl_1 + \frac{1}{q}) \cdots \Gamma(sl_1 + l_1 \frac{q-1}{q}) } \left[ p^{pls} \right]^{-s} ds$$

$$= \frac{l\sqrt{pq}}{x(2\pi)^{\frac{\frac{l_1 s}{q}}{2}}} H_{p,q}^{0,0} \left[ \frac{p^{pls}}{x^{pls} q^q} \left( \frac{l_1 s}{q}, \frac{l_1 s}{q} - l_1 \frac{q-1}{q} \right) \right]$$

Since we have the following

$$H_{p,q}^{0,0} \left[ \frac{p^{pls}}{x^{pls} q^q} \left( \frac{l_1 s}{q}, \frac{l_1 s}{q} - l_1 \frac{q-1}{q} \right) \right]$$

$$= \sum_{k_0=1}^{\infty} \frac{(-1)^{k_0} \Gamma(-k_0 - \frac{q-1}{q}) \cdots \Gamma(-k_0 - \frac{2}{q}) \Gamma(-k_0 - \frac{1}{q}) (p^{pls})^{k_0+1}}{k_0! \Gamma(-l_0 + \frac{pq-plq}{pq}) \Gamma(-l_0 + \frac{pq-plq}{pq}) \cdots \Gamma(-l_0 + \frac{pq-plq}{pq})}$$
where

\[\sum \frac{(-1)^k \Gamma(-k_1 + \frac{q-1}{q}) \Gamma(-k_1 + \frac{1}{q}) \cdots \Gamma(-k_1 + \frac{q-2}{q})}{k_1! \Gamma(-l k_1 + \frac{p q - pl}{pq}) \Gamma(-l k_1 + \frac{q - pl}{pq}) \cdots \Gamma(-l k_1 + \frac{(p-1) q - pl}{pq})} \left( \frac{p^q}{x^q q^q} \right)^{k_1 + \frac{1}{q}}\]

\[+ \sum \frac{(-1)^k \Gamma(-k_2 + \frac{q-2}{q}) \Gamma(-k_2 + \frac{1}{q}) \cdots \Gamma(-k_2 + \frac{2-3}{q})}{k_2! \Gamma(-l k_2 + \frac{p q - 2 pl}{pq}) \Gamma(-l k_2 + \frac{2 q - 2 pl}{pq}) \cdots \Gamma(-l k_2 + \frac{(p-1) q - 2 pl}{pq})} \left( \frac{p^q}{x^q q^q} \right)^{k_2 + \frac{2}{q}}\]

\[+ \cdots\]

\[+ \sum \frac{(-1)^{k_q-1} \Gamma(-k_q-1 + \frac{1}{q}) \Gamma(-k_q-1 + \frac{q-2}{q}) \cdots \Gamma(-k_q-1 + \frac{1}{q})}{k_q-1! \Gamma(-l k_{q-1} + \frac{p q - (q-1) pl}{pq}) \Gamma(-l k_{q-1} + \frac{(q-1) pl}{pq}) \cdots \Gamma(-l k_{q-1} + \frac{(p-1) q - (q-1) pl}{pq})} \left( \frac{p^q}{x^q q^q} \right)^{k_q-1 + \frac{q-1}{q}}\]

\[\times \left( \frac{p^{lp}}{x^{lp} q^q} \right)^{k_q-1 + \frac{q-1}{q}} = \left( \frac{p^{lp}}{x^{lp} q^q} \right)^{q-1} \Psi_p \left[ - \frac{p^{lp}}{x^{lp} q^q} \left( \frac{1}{q-1} \right)^{1-l} \cdots \left( \frac{2 q-1}{q-1} \right)^{1-l} \cdots \left( \frac{p q-1}{q-1} \right)^{1-l} \right]\]

we get

\[f_{(a,t)}(x) = \frac{l \sqrt{pq}}{x (2 \pi)^{\frac{q-2}{2}}} H_{0,0}^{q,0} \left[ \frac{p^{lp}}{x^{lp} q^q} \left( 1,\left( \frac{1}{q} \right)^{1-l}, \cdots, \left( \frac{p-1}{q} \right)^{1-l} \right) \right]\]

\[= \frac{l \sqrt{pq}}{x (2 \pi)^{\frac{q-2}{2}}} \left( \frac{p^{lp}}{x^{lp} q^q} \right)^{q-1} \Psi_p \left[ - \frac{p^{lp}}{x^{lp} q^q} \left( \frac{1}{q-1} \right)^{1-l} \cdots \left( \frac{2 q-1}{q-1} \right)^{1-l} \cdots \left( \frac{p q-1}{q-1} \right)^{1-l} \right]\]

\[+ \frac{l \sqrt{pq}}{x (2 \pi)^{\frac{q-2}{2}}} \sum_{j=1}^{q-1} \left( \frac{p^{lj}}{x^{lj} q^q} \right)^{q-1} \Psi_p \left[ - \frac{p^{lj}}{x^{lj} q^q} \left( \frac{1}{q-1} \right)^{1-l} \cdots \left( \frac{2 q-1}{q-1} \right)^{1-l} \cdots \left( \frac{p q-1}{q-1} \right)^{1-l} \right]\]

where \(\left( \frac{j}{q} \right)_n\) is the Lévy jump function.

Note that the series are absolutely convergent satisfying the condition \(\sum_{j=1}^{q} B_j - \sum_{i=1}^{p} A_i > -1 \Rightarrow -lp + q - 1 > -1 \Rightarrow q > lp \Rightarrow \frac{3}{p} > l \Rightarrow \frac{2}{p} > \frac{q}{q} \Rightarrow \frac{2}{p} > 1 \Rightarrow \left( \frac{q}{q} \right)^{\frac{2}{p}} = \alpha \) since \(\alpha < 1\).

If \(l\) belongs to the set \(\{2, 3, 4, \cdots \}\), then we have

\[f_{(a,t)}(x) = \frac{\sqrt{pq}}{x (2 \pi)^{\frac{q-2}{2}}} H_{0,0}^{q,0} \left[ \frac{p^{lp}}{x^{lp} q^q} \left( 0,\left( \frac{1}{q} \right)^{1-l}, \cdots, \left( \frac{p-1}{q} \right)^{1-l} \right) \right]\]

\[= \frac{\sqrt{pq}}{x (2 \pi)^{\frac{q-2}{2}}} \frac{1}{2 \pi i} \int_{L} \Gamma(s) \Gamma \left( s + \frac{1}{q} \right) \cdots \Gamma \left( s + \frac{q-1}{q} \right) \Gamma \left( s + \frac{l-1}{l} \right) ds \left[ \frac{p^{lp}}{x^{lp} q^q} \right]^{-s}\]

We use

\[\Gamma(s) = (2 \pi)^{\frac{1}{2}} l^{s-\frac{1}{2}} \Gamma(s) \Gamma \left( s + \frac{1}{l} \right) \cdots \Gamma \left( s + \frac{l-1}{l} \right).\]
Hence we have

\[
\frac{\sqrt{pq}}{x(2\pi)^{\frac{n-1}{2}}} \int L \frac{\Gamma(s)\Gamma\left(s+\frac{1}{q}\right)\cdots\Gamma\left(s+\frac{q-1}{q}\right)}{\left[\frac{x^{pl}q^l}{x^{pl}q^l}\right]^{-s}} ds \\
= \frac{\sqrt{pq}}{x(2\pi)^{\frac{n-1}{2}}} \int L \Gamma\left(s+\frac{1}{q}\right)\cdots\Gamma\left(s+\frac{q-1}{q}\right) \left[\frac{x^{pl}l}{x^{pl}q^l}\right]^{-s} ds \\
= \frac{\sqrt{pq}}{x(2\pi)^{\frac{n-1}{2}}} \left[H_{p+1,2q-l+1}^q \left[\frac{x^{pl}l}{x^{pl}q^l}\right]^{-s} \right]^{\gamma-1,0}
\]

Note that for \(l \in \{2, 3, 4, \ldots\}\), \(q\) should be of the form \(kp, k = 4, 5, 6, \cdots\) and \(l_2 < l_1\). \(\sum_{j=1}^{p} B_j - \sum_{i=1}^{q} A_i > 0\) means \(q-1-(l-1)-l(p-1) > 0 \Rightarrow q > lp \Rightarrow kp > lp \Rightarrow k > l\). But this condition is always satisfied since \(l = (k)^{\frac{1}{n-1}}\).

If we put \(l = 1\) in (2.6), then

\[
f_{(\alpha,1)}(x) = \frac{\sqrt{pq}}{x(2\pi)^{\frac{n-1}{2}}} H_{q,0}^{p,0} \left[\frac{x^{-q}}{x^{pl}q^l}\right]^{\left(0,1\right),\left(1,p+1,0\right)} \cdots \left(\frac{q-1}{q},1\right),\left(1,p\right) = \frac{\sqrt{pq}}{x(2\pi)^{\frac{n-1}{2}}} H_{q,0}^{p-1,0} \left[\frac{x^{-q}}{x^{pl}q^l}\right]^{\left(0,1\right),\left(1,p+1,0\right)} \cdots \left(\frac{q-1}{q},1\right),\left(1,p\right)
\]

by applying the formula \(\Gamma(p+1-v) = \Gamma(p+1,v)(1-v)^{p+1}\) in Lemma 1.1

\[
= \frac{\sqrt{pq}}{x(2\pi)^{\frac{n-1}{2}}} \sum_{j=1}^{q-1} \left(\frac{x^{-q}}{x^{pl}q^l}\right) \frac{\prod_{i=1}^{q-1} \Gamma\left(\frac{i}{q} - \left[\frac{i}{q}\right],\left[\frac{i}{q}\right]_i\right)}{\prod_{j=1}^{p-1} \Gamma\left(\frac{j}{q} - \left[\frac{j}{q}\right],\left[\frac{j}{q}\right]_j\right)}
\]

\times \left(-1\right)^{q-p} \frac{x^{-p}}{x^{pl}q^l} \left[\frac{1}{4} \Gamma\left(\frac{1}{4},\left[\frac{1}{4}\right]\right) \cdots \frac{1}{4} \Gamma\left(\frac{1}{4},\left[\frac{1}{4}\right]_3\right) \cdots \frac{1}{4} \Gamma\left(\frac{1}{4},\left[\frac{1}{4}\right]_{q-1}\right) \right]
\]

For the case of \(l = 1\), the condition for their convergence is trivial since \(p < q\).

Some special cases will be given. We will use (2.3) to show some known results.

**Example 2.1** When \(p = 1, q = 4, \alpha = \frac{1}{4}\), we have

\[
f_{(\frac{1}{4},1)}(x) = \frac{2}{x(2\pi)^{\frac{n}{2}}} H_{0,3}^{3,0} \left[\frac{1}{4^4 x^{\left(\frac{1}{4},1\right)\left(\frac{1}{4},1\right)\left(\frac{1}{4},1\right)}}\right]
\]

\[
= \frac{2}{x(2\pi)^{\frac{n}{2}}} \sum_{j=1}^{3} \left(\frac{1}{x^{j+4}}\right) \frac{\prod_{i=2}^{3} \Gamma\left(\frac{i}{4} - \left[\frac{i}{4}\right],\left[\frac{i}{4}\right]_i\right)}{\prod_{j=1}^{p-1} \Gamma\left(\frac{j}{4} - \left[\frac{j}{4}\right],\left[\frac{j}{4}\right]_j\right)} \circ F_2 \left(-1\right)^{3} \frac{1}{4^4 x^{\left(\frac{1}{4},1\right)\left(\frac{1}{4},1\right)\left(\frac{1}{4},1\right)\left(\frac{1}{4},1\right)\left(\frac{1}{4},1\right)\left(\frac{1}{4},1\right)}\right)
\]

\[
= \frac{1}{2x^{\frac{3}{4}}(2\pi)^{\frac{3}{2}}} \Gamma\left(\frac{1}{4}\right) \Gamma\left(\frac{1}{2}\right) \circ F_2 \left[-\frac{1}{256x^{\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)\left(\frac{1}{4}...\right)\right)\right)
\]
Let $\alpha$ can be used as a tool to blend two independently distributed random variables. In this section, Mellin transform of a density function in statistics shows its statistical structure and this technique another representation can be born in the sum of faster convergent series.  

Note that

$$
\frac{1}{32x^\frac{3}{4}(2\pi)^{\frac{3}{2}}}\Gamma\left(-\frac{1}{4}\right)\Gamma\left(-\frac{1}{2}\right)\ _0F_2\left[-\frac{1}{256x}\left(\frac{1}{4}\right)\left(\frac{3}{4}\right)\right]
$$

$$
= \frac{2}{(2\pi)^{\frac{3}{2}}x^\frac{3}{4}\Gamma\left(1+\frac{1}{4}\right)}\Gamma\left(1+\frac{2}{4}\right)\ _0F_2\left[-\frac{1}{256x}\left(\frac{1}{4}\right)\left(\frac{3}{4}\right)\right]
$$

$$
- \frac{1}{x^\frac{3}{4}}\Gamma\left(\frac{3}{4}\right)\ _0F_2\left[-\frac{1}{256x}\left(\frac{1}{4}\right)\left(\frac{3}{4}\right)\right] + \frac{1}{8x^\frac{3}{4}}\Gamma\left(\frac{3}{4}\right)\ _0F_2\left[-\frac{1}{256x}\left(1+\frac{1}{4}\right)\right].
$$

We will use (2.2) to show some new results.

**Example 2.2** Let $p = 1$, $q = 2$, $l_1 = 2$, $l_2 = 1$, $\alpha = \frac{1}{\sqrt{2}}$, then

$$
f_{\left(\frac{1}{\sqrt{2}},\sqrt{2}\right)}(x) = \frac{\sqrt{2}}{x^{\frac{3}{2}}\pi}H_{1,2}^{0,0}\left[\frac{1}{4x\sqrt{2}}\right]_{(1.1,)(\frac{1}{2},1)}
$$

$$
= \frac{\sqrt{2}}{x^{\frac{3}{2}}\pi}\left(\frac{1}{4x\sqrt{2}}\right)^2 \left[1\Psi_1\left[-\frac{1}{4x\sqrt{2}}\right] - \frac{1}{2x^{\frac{3}{2}}\sqrt{2}}\right]
$$

**3 A process to generate more representations**

For the same rational $\alpha$, more representations of one distribution can be generated by using (2.3) and (2.4).

**Example 3.1** When $p = 1$, $q = 2$, $\alpha = \frac{1}{2}$ in (2.3), we have

$$
f_{\left(\frac{1}{2}\right)}(x) = \frac{1}{x^{\frac{3}{2}}\pi}H_{0,1}^{1,0}\left[\frac{1}{4x}\right]_{\left(\frac{1}{2},1\right)} = \frac{1}{2x^{\frac{3}{2}}\sqrt{2}}\ _0F_0\left[-\frac{1}{4x}\right] = \frac{1}{2\sqrt{\pi}x^{\frac{3}{2}}}exp\left(-\frac{1}{4x}\right)
$$

**Example 3.2** Let $p = 1$, $q = 4$, $l_1 = 2$, $l_2 = 1$, $\alpha = \frac{3}{4} = \frac{1}{2}$, $l = 2$ in (2.4), then we have

$$
f_{\left(\frac{1}{2},\frac{1}{2}\right)}(x) = \frac{\sqrt{8}}{2\pi x}H_{1,3}^{3,0}\left[\frac{4}{x^2\psi(\frac{3}{4},1,\frac{3}{4},1)}\right] = \frac{1}{2\pi x^{\frac{5}{2}}}\sum_{v=0}^{\infty}\frac{\Gamma(-v+\frac{3}{4})}{v!}\left(-\frac{1}{4^3x^2}\right)^v
$$

$$
+ \frac{1}{2^4\pi x^{\frac{5}{2}}}\sum_{v=0}^{\infty}\frac{\Gamma(-v-\frac{1}{2})}{v!}\left(-\frac{1}{4^3x^2}\right)^v = \frac{1}{2\sqrt{\pi}x^{\frac{3}{2}}}\left[\ _0F_1\left[-\frac{1}{4^3x^2}\right] - \frac{1}{4x}\ _0F_1\left[-\frac{1}{4^3x^2}\right]\right]
$$

Note that $exp\left(-\frac{1}{4x}\right) = \ _0F_1\left[-\frac{1}{4x}\right] - \frac{1}{4x} \ _0F_1\left[-\frac{1}{4^3x^2}\right]$ and by setting $\alpha = \left(\frac{2}{3}\right)^\frac{3}{2} = \frac{1}{2}$ in (2.4), another representation can be born in the sum of faster convergent series.

**4 Lévy smashing on the family of gamma density functions and Lévy-smashed gamma stochastic process**

Mellin transform of a density function in statistics shows its statistical structure and this technique can be used as a tool to blend two independently distributed random variables. In this section,
we show what Lévy effect could be and how we should understand it. To start with, consider the Lévy density function \( f(\alpha)(x) \) and its Laplace transform \( Lf(y) \). Fig. 1 shows the impact on the family of gamma functions.

\[
\begin{align*}
\gamma = 0 < \alpha < 1, \; 0 < \gamma \text{ and } 0 < x < \infty. \quad \frac{1}{2\pi i} \int L \frac{\Gamma(s + \gamma - 1)}{\Gamma(\gamma)} x^{-s} ds \text{ is the one-sided Lévy density function found in [5] constructed in a different way in [2]. We will use the Mellin transformation of the form } \int h_1(x)h_2(t) dt,
\end{align*}
\]

where \( h_1(x) \) and \( h_2(x) \) are certain density functions. Then we have

\[
f(\alpha)(x) = \frac{1}{2\pi i} \int L \frac{\Gamma(s + \gamma - 1)}{\Gamma(\gamma)} x^{-s} ds = \frac{1}{2\pi i} \int L \frac{\Gamma(s + \gamma - 1)}{\Gamma(\gamma)} x^{-s} ds
\]

and its Laplace transform

\[
Lf(y) = \frac{1}{2\pi i} \int L \frac{\Gamma(s + \gamma - 1)}{\Gamma(\gamma)} x^{-s} dx = \frac{1}{2\pi i} \int L \frac{\Gamma(s + \gamma - 1)}{\Gamma(\gamma)} y^{-as} ds
\]

When \( \alpha = 1 \) in (4.1), (4.1) becomes gamma density \( \frac{x^{\gamma-1}}{\Gamma(\gamma)} e^{-x} \). So \( f(1)(x) \) is a one-sided function concentrated at \( x = 1 \) for \( \mathbb{R}^+ \). To understand its effect, put \( \alpha = \frac{1}{2} \) in (4.1), then we have

\[
\begin{align*}
\frac{1}{2\pi i} \int L \frac{\Gamma(s + \gamma - 1)}{\Gamma(\gamma)} x^{-s} ds, \; s = 2s
\end{align*}
\]

Fig. 1 shows the impact on the family of gamma functions.

| (a) | \( \gamma = 1 \) | \( e^{-x} \) | \( 2(1 + 4x)^{-3/2} \) |
| (b) | \( \gamma = 2 \) | \( xe^{-x} \) | \( 12x(1 + 4x)^{-5/2} \) |
| (c) | \( \gamma = 3 \) | \( \frac{1}{2}x^2e^{-x} \) | \( 60x^2(1 + 4x)^{-7/2} \) |
| (d) | \( \gamma = 4 \) | \( \frac{1}{3!}x^3e^{-x} \) | \( 280x^3(1 + 4x)^{-9/2} \) |
$f_{(\alpha)}(x) = \frac{1}{2\pi i} \int_{\Gamma} \frac{\Gamma(s)}{\Gamma(\alpha s)} \frac{\Gamma(-\alpha s)}{\Gamma(n)} x^{\alpha s-1} ds$ is absolutely convergent series for all $x$ since $\mu = \alpha - \alpha + 1 = 1 > 0$, see [7]. From the fig. 1, $f_{(\alpha)}(x)$ will be called as Lévy-smashed gamma density functions especially when the parameter $0 < \alpha < 1$. Note that $\alpha$ can be any positive real number.

The stochastic process $X(t), t > 0$ with $X(0) = 0$ and having stationary and independent increments, where $X(t)$ has the density function $\frac{1}{2\pi i} \int_{\Gamma} \frac{\Gamma(s)}{\Gamma(\alpha s)} \frac{\Gamma(-\alpha s)}{\Gamma(n)} x^{\alpha s-1} ds$, $0 < \alpha \leq 1$, will be called Lévy-smashed gamma stochastic process. The Lévy-smashed gamma stochastic process $X(t)$ has the distribution function, for $t > 0$, $0 < \alpha < 1$, $F_{(\alpha,t)}(x) = \frac{1}{2\pi i} \int_{\Gamma} \frac{\Gamma(s)}{\Gamma(1+\alpha s)} \frac{\Gamma(-\alpha s)}{\Gamma(t)} x^{\alpha s} ds$.

From [1] and [9], we can prove that the Lévy-smashed gamma distribution with parameter $\alpha$ is attracted to the stable distribution with exponent $\alpha$, $0 < \alpha < 1$. Namely,

$$
\lim_{n \to \infty} L_f\left(\frac{y}{n}\right) = \lim_{n \to \infty} \int_0^\infty e^{-yx} \frac{1}{2\pi i} \int_{\Gamma} \frac{\Gamma(s)}{\Gamma(\alpha s)} \frac{\Gamma(n - \alpha s)}{\Gamma(n)} n^{\alpha s} x^{\alpha s-1} ds dx
$$

$$
= \lim_{n \to \infty} \frac{1}{2\pi i} \int_{\Gamma} \frac{\Gamma(s)\Gamma(n - \alpha s)}{\Gamma(n)} n^{\alpha s} y^{-\alpha s} ds = \lim_{n \to \infty} \sum_{k=0}^\infty \frac{(-1)^k \Gamma(n + \alpha k)}{k! \Gamma(n)} \left(\frac{y}{n}\right)^{\alpha k} = e^{-y^\alpha}
$$
5 Remarks

In [3], they consider the signalling problem for the standard diffusion equation \( \frac{\partial}{\partial t} u(x, t) = D \frac{\partial^2}{\partial x^2} u(x, t) \) with the conditions \( u(x, 0^+) = 0 \ x > 0; u(0^+, t) = h(t), u(+\infty, t) = 0, \ t > 0. \) And they say “...” Then the solution is as follows \( u(x, t) = \int_0^t G^d_s(x, \tau) h(t - \tau) d\tau, \) where \( G^d_s(x, t) = \frac{x}{2\sqrt{\pi D}} t^{-\frac{3}{2}} \exp\left(-\frac{x^2}{4Dt}\right). \) Here \( G^d_s(x, t) \) represents the fundamental solution (or Green function) of the signalling problem, since it corresponds to \( h(t) = \delta(t). \) We note that

\[
G^d_s(x, t) = p_{LS}(t; \mu) := \frac{\sqrt{\mu}}{\sqrt{2\pi t^3}} \exp\left(-\frac{\mu}{2t}\right), \ t \geq 0, \ \mu = \frac{x^2}{2D} \tag{5.1}
\]

where \( p_{LS}(t; \mu) \) denotes the one-sided Lévy-Smirnov pdf spread out over all non-negative \( t \) (the time variable). The Lévy-Smirnov pdf has all moments of integer order infinite, since it decays at infinity as \( t^{-\frac{3}{2}}. \) However, we note that the absolute moments of real order \( \nu \) are finite only if \( 0 \leq \nu < \frac{1}{2}. \) In particular, for this pdf the mean is infinite, for which we can take the median as expected value. From \( p_{LS}(t_{med}; \mu) = \frac{1}{2}, \) it turns out that \( t_{med} \approx 2\mu, \) since the complementary error function gets the value \( \frac{1}{2} \) as its argument is approximatively \( \frac{1}{2}. \)”.

With the inspiration from the above paragraph, take the Lévy density function with the parameter \( \alpha = \frac{1}{2}, \) then the density function is well known to be \( \frac{1}{2\sqrt{\pi t^2}} \exp\left(-\frac{1}{4t}\right). \) Put this in the mellin convolution formula \( \int_0^\infty h_1(\frac{x}{t})h_2(t)\frac{dt}{t}, \) then it becomes \( \int_0^\infty \frac{\sqrt{y}}{2\sqrt{\pi x^3}} \exp\left(-\frac{r}{4x}\right) h_2(t)dt. \) \( \frac{\sqrt{y}}{2\sqrt{\pi x^3}} \exp\left(-\frac{r}{4x}\right) \) has the same form with (5.1) when \( t = \mu. \) Therefore the cases of Lévy smashing treated in section 4 can be thought of as superstatistics in Physics and Bayesian statistical analysis, subordination in statistics, namely,

\[
f_{(\frac{1}{2})}(x) = \int_0^\infty \frac{1}{2\pi i} \int L \frac{\Gamma(2 - 2s)}{\Gamma(1 - s)} x^{-s} y^s ds \frac{y_1^{t-1}}{\Gamma(t)} e^{-y\frac{dy}{y}} = \int_0^\infty \frac{\sqrt{y}}{2\sqrt{\pi x^3}} \exp\left(-\frac{y}{4x}\right) \frac{y_1^{t-1}}{\Gamma(t)} e^{-y\frac{dy}{y}}
\]

\[
= \int_0^\infty \frac{\sqrt{y}}{2\sqrt{\pi x^3}} \sum_{k=0}^\infty \frac{(-1)^k y^k y_1^{t-1}}{k! \Gamma(t) x^\frac{k}{2}} e^{-y\frac{dy}{y}} = \frac{1}{2\sqrt{\pi} \Gamma(t) x^\frac{3}{2}} \sum_{k=0}^\infty \frac{(-1)^k}{k! (4x)^k} \int_0^\infty y_1^{t-1+k+\frac{1}{2}} e^{-y\frac{dy}{y}}
\]

\[
\frac{1}{2\sqrt{\pi} \Gamma(t) x^\frac{3}{2}} \sum_{k=0}^\infty \frac{(-1)^k \Gamma(t + k + \frac{1}{2})}{k! (4x)^k} = 4\Gamma(t + \frac{1}{2}) (4x)^{-t-1} \frac{\sqrt{\pi} \Gamma(t)}{(1 + 4x)^{-t-\frac{1}{2}}}
\]

But in this paper, the concept of Lévy smashing is totally different from the point of view of superstatistics in Physics and Bayesian statistical analysis, subordination in statistics.
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Abstract

This paper discusses the approximation by a class of so called exponential-type multiplier operators. It is proved that such operators form a strongly continuous semigroup of contraction operators of class ($C_0$), from which the equivalence between approximation for these operators and $K$-functionals introduced by the operators is given. As examples, the constructed $r$-th Boolean of generalized spherical Abel-Poisson operator and $r$-th Boolean of generalized spherical Weierstrass operator denoted by $\oplus^r V_t^\gamma$ and $\oplus^r W_t^\kappa$ separately ($r$ is any positive integer, $0 < \gamma, \kappa \leq 1$ and $t > 0$) satisfy that $\| \oplus^r V_t^\gamma f - f \|_X \approx \omega^{\gamma}(f, t^{1/\gamma})_X$ and $\| \oplus^r W_t^\kappa f - f \|_X \approx \omega^{2\kappa}(f, t^{1/(2\kappa)})_X$, for all $f \in X$, where $X$ is a Banach space of continuous functions or $L^p$-integrable functions ($1 \leq p < \infty$) and $\| \cdot \|_X$ is the norm on $X$ and $\omega^s(f, t)_X$ is the moduli of smoothness of degree $s > 0$ for $f \in X$. The saturation order and saturation class of the regular exponential-type multiplier operators with positive kernels are also obtained. Moreover, it is proved that $\oplus^r V_t^\gamma$ and $\oplus^r W_t^\kappa$ have the same saturation class if $\gamma = 2\kappa$.
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1 Introduction

The study on spherical approximation started early in 1960’s when Butzer, Berens and Pawelke (see [2]) studied the saturation properties of singular integrals on the sphere. Since 1980’s, the approximation theory on the sphere has been developed by Nikol’ski˘ı, Lizorkin et al. and since 1990’s, Wang, Li and Dai et al. pursued the research of
approximation theory on the sphere (see for example [25]). Some classical theorems in the case of one dimension, for example, Jackson-type theorem, were generalized to the sphere (see [23]). The approximation tools then were mainly polynomial operators, say, spherical Jackson operators (see [22]) and de la Vallée Poussin means (see [3]). In recent years, the study on spherical approximation has attracted more and more attention of researchers. There have been many interesting works in this field, such as [8]-[13], [17]. In particular, we notice that as a non-polynomial operator on the sphere, the classical Abel-Poisson operator was studied by Dai and Ditzian [8], where the equivalence between approximation by Abel-Poisson operators on the sphere and the $K$-functional introduced by their infinitesimal generator was given.

This paper is mainly about the approximation by non-polynomial operators on the sphere, namely, a class of exponential-type operators denoted by $\{T_\gamma^p(t)|0 \leq t < \infty\}$ with polynomial $p(x)$ and $0 < \gamma \leq 1$, in the form of $T_\gamma^p(t)f = \sum_{k=0}^{\infty} e^{-p(x)\gamma t}Y_k f$ ($f \in \mathcal{X}$), where $Y_k f$ is the $k$-th term of the Laplace expansion of $f$ on the sphere. $T_\gamma^p(t)$ is called regular if the coefficient of the first item of $p(x)$ is positive, $p(0) = 0$ and the degree of $p(x)$ is larger than 0. These regular operators with positive kernels are proved to form a semigroup of class $(C_0)$.

The semigroups of operators were early studied by Hille and Phillips (see [19]). Later, in 1960’s, Butzer and Berens studied the approximation properties of semigroups of operators (see [2]). By Ditzian and Ivanov’s method (see [14, Sec.5]), we will prove that for a class of exponential-type multiplier operators that form a semigroup of class $(C_0)$ and for $r \in \mathbb{Z}_+$ there holds

$$\|(T(t) - I)^r f\|_\mathcal{X} \approx \inf_{g \in \mathcal{D}_1(A^r)} (\|f - g\|_\mathcal{X} + \|A^r g\|_\mathcal{X}) \quad (1)$$

if $\{T(s)|s > 0\}$ possesses additive properties that $T(t)f \in \mathcal{D}_1(A)$ for all $t > 0$ and $f \in \mathcal{X}$ and $A$ satisfies the further following Bernstein-type inequality

$$t\|AT(t)f\|_\mathcal{X} \leq N\|f\|_\mathcal{X} \quad (t > 0, \; f \in \mathcal{X}), \quad (2)$$

where $\mathcal{D}_1(A^r) = \{g \in \mathcal{X} | A^r g \in \mathcal{X}\}$ and $r$-th power of multiplier operator $A$.

It will be proved that the regular $T_\gamma^p(t)$ with positive kernel also satisfies (2). Hence (1) holds for $T_\gamma^p(t)$. Noticing $(I - T(t))^r f = f - \oplus^r T(t)f$, here $\oplus^r T(t)$ is defined as the $r$-th Boolean of $T(t)$, we shall obtain the equivalence between the approximation of $\oplus^r T_\gamma^p(t)$ and $K$-functional introduced by the multiplier operator, actually infinitesimal generator of $\{T_\gamma^p(t)|0 \leq t < \infty\}$. In terms of convolution, we shall also obtain the saturation order and saturation class of Booleans of the regular $\oplus^r T_\gamma^p(t)$. The generalized spherical Abel-Poisson operators $V_\gamma^p$ and generalized spherical Weierstrass operators
$W_t^\kappa$ that were introduced by Bochner in [5, P. 43-47] and [4, P. 84] respectively, are actually the examples of regular exponential-type operators with positive kernels. Thus follows the equivalence between approximation of $\oplus^r V_t^\gamma$ or $\oplus^r W_t^\kappa$ and the moduli of smoothness on the sphere. It is also discussed that the saturation properties of $\oplus^r V_t^\gamma$ and $\oplus^r W_t^\kappa$.

The paper is structured as follows. In Section 2, some basic concepts will be introduced. Section 3 discusses the properties of some spherical function classes as well as $K$-functionals that are introduced by multiplier sequences. Section 4 consists of our main results and their proofs. In Section 5, the results of previous sections are applied to $\oplus^r V_t^\gamma$ and $\oplus^r W_t^\kappa$. Our main results are Theorem 4.2.3, Theorem 4.2.4, Theorem 5.3, Theorem 5.4 and Theorem 5.5.

2 Preliminaries

Denote by letters $C$, $C_i$ or $C(i)$ positive constants, where $i$ is either a positive integer, variable, function or space on which $C$ depends only. Their values may be different at different occurrences, even within one formula. The notation $a \approx b$ means that there exists a positive constant $C$ such that $C^{-1}b \leq a \leq Cb$. Denote by $f(t) = O(t)$ which means there exists some constant $C$ independent of $t$ such that $|f(t)| \leq C|t|$, here $f(t)$ is a function with respect to $t$ and we write $f(t) = o(t)$ if $f(t)/t$ tends to zero as $t \to \infty$ or as $t \to t_0$ where $t_0$ is a real number. The collection of all positive integers are denoted by $\mathbb{Z}_+$. Let $S^n$ be the unit sphere in $(n+1)$-dimensional Euclidean space $\mathbb{R}^{n+1}$. $x$ and $y$ are denoted as the points on $S^n$ and $x \cdot y$ denotes the inner product in $\mathbb{R}^{n+1}$. Denote by $d\omega_n(x)$ the elementary surface piece on $S^n$ and by $d\omega(x)$ for convenience if there’s no confusion. The volume of $S^n$ is

$$|S^n| := \int_{S^n} d\omega(x) = \frac{2\pi^{n/2}}{\Gamma(n/2)}.$$

Denote by $L^p(S^n)$ the Banach space of $p$-th integrable functions $f : S^n \to \mathbb{C}$ (C is the collection of all complexes) with norm $\|f\|_\infty := \|f\|_{L^\infty(S^n)} := \sup_{x \in S^n} |f(x)|$ and

$$\|f\|_{L^p} := \|f\|_{L^p(S^n)} := \left\{ \int_{S^n} |f(x)|^p d\omega(x) \right\}^{1/p} < \infty \quad (1 \leq p < \infty).$$

Denote by $C(S^n)$ the Banach space consisting of all continuous functions $f : S^n \to \mathbb{C}$ with norm $\|f\|_C := \max_{x \in S^n} |f(x)|$. Denote by $M(S^n)$ the collection of all finite regular Borel measures on $S^n$ (the range is also in $\mathbb{C}$) and it is a Banach space with norm $\|\mu\|_M := \int_{S^n} |d\mu(x)|$. $L^p(S^n)$ $(1 \leq p \leq \infty)$, $C(S^n)$ and $M(S^n)$ may be replaced by $L^p$, $C$ and $M$.
The projection on \( \mathcal{C} \) is the classical Laplace operator on \( \mathbb{R} \). Harmonic polynomials on \( \mathcal{C} \) are denoted by \( \mu \). The collection of all homogeneous and harmonic polynomials on \( \mathbb{R}^{n+1} \) is denoted by \( \mathcal{A}^{n} \). And the collection of restrictions on \( \mathbb{S} \) of all functions in \( \mathcal{A}^{n} \) is denoted by \( \mathcal{H}^{n} \). Denote by \( \Pi^{n}_{k} \) the collection of restrictions on \( \mathbb{S} \) of all polynomials on \( \mathbb{R}^{n+1} \) which is dense in \( \mathcal{X} \) and any polynomial restricted on \( \mathbb{S} \) with degree \( k \in \mathbb{Z}_{+} \) is in span\{\( \mathcal{H}^{n}_{j}|0 \leq j \leq k \)\}, the linear combination of \( \mathcal{H}^{n}_{1}, \mathcal{H}^{n}_{2}, \ldots, \mathcal{H}^{n}_{k} \).

**Definition 2.1** The \( r \)-th \( (r \in \mathbb{Z}_{+}) \) Boolean of an operator \( T \) on \( \mathcal{X} \) (an operator from \( \mathcal{X} \) to \( \mathcal{X} \)) is defined as

\[
\oplus^{r} T := I - (I - T)^{r} = - \sum_{i=1}^{r} (-1)^{i} \binom{r}{i} T^{i},
\]

where \( \binom{r}{k} := \frac{r!}{k!(r-k)!} \) and \( T^{0} := I \).

The projection on \( \mathcal{H}^{n}_{k} \) of \( f \in \mathcal{L}^{1}(\mathbb{S}) \) is defined by (see [2, Chap.1] and [25, Chap.1])

\[
Y_{k}(f)(x) := \frac{\Gamma(\lambda)(k+\lambda)}{2\pi^{\frac{\lambda+1}{2}}} \int_{\mathbb{S}} P_{k}^{\lambda}(x \cdot y) f(y) \, d\omega(y)
\]

and for \( \mu \in \mathcal{M}(\mathbb{S}) \), \( Y_{k}(d\mu)(x) := \frac{\Gamma(\lambda)(k+\lambda)}{2\pi^{\frac{\lambda+1}{2}}} \int_{\mathbb{S}} P_{k}^{\lambda}(x \cdot y) d\mu(y) \), where \( 2\lambda = n - 2 \), and \( P_{k}^{\nu}(t) \), \( |t| \leq 1 \), \( k = 0, 1, 2, \ldots, \nu > -1/2 \) is the ultraspherical polynomial (Gegenbauer polynomial) of degree \( k \) with \( \nu \) and is generated by \( (1 - 2t + t^{2})^{-\nu} = \sum_{k=0}^{\infty} P_{k}^{\nu}(t)t^{k} \) \( (0 \leq r < 1) \). \( \{P_{k}^{\nu}(t)\}_{r=0}^{\infty} \) forms an orthogonal system with the weight \( (1 - t^{2})^{\nu-1/2} \), that is, for \( \nu > -1/2, \nu \neq 0 \) (see [24, P. 81]),

\[
\int_{-1}^{1} P_{k}^{\nu}(t)P_{j}^{\nu}(t)(1 - t^{2})^{\nu-1/2} \, dt = \int_{0}^{\pi} P_{k}^{\nu}(\cos \theta)P_{j}^{\nu}(\cos \theta)(\sin \theta)^{2\nu} \, d\theta = \begin{cases} (c(k, \nu))^{-1} & (k = j), \\ 0 & (k \neq j). \end{cases}
\]

where \( c(k, \nu) := (2^{2\nu-1}(\Gamma(\nu))^{2}(k + \nu)\Gamma(k+1))/(\pi\Gamma(k+2\nu)) \). Now let \( \nu = \lambda := (n - 2)/2 > 0 \), then (see [24, P. 171])

\[
|P_{k}^{\lambda}(t)| = O(k^{2\lambda-1}).
\]

A function \( f \in \mathcal{X} \) is called a zonal function with \( x_{0} \) on \( \mathbb{S} \) if for some fixed \( x_{0} \in \mathbb{S} \), \( f(x_{0} \cdot y) \) is a constant when \( x_{0} \cdot y \) is unchanged. The collection of all zonal functions with
x_0 in \mathcal{L}^p or \mathcal{C} is denoted by \mathcal{L}^p(S^n, x_0) (1 \leq p < \infty), \mathcal{C}_\lambda(S^n, x_0) (\mathcal{L}^p, \mathcal{C}_\lambda for convenience if there’s no confusion). \mathcal{L}^p(S^n, x_0) (1 \leq p < \infty) with norm

\|\varphi\|_{\mathcal{L}^p} := \left\{ \int_{S^n} |\varphi(x \cdot y)|^p d\omega(y) \right\}^{1/p} = \left\{ \left[ \sin^{n-1} \left( \frac{\pi}{2} \right) \right] \int_0^\pi |\varphi(\cos \theta)|^p (\cos \theta)^{2\lambda} d\theta \right\}^{1/p}, \quad (5)

\mathcal{C}_\lambda(S^n, x_0) with norm \|\varphi\|_{\mathcal{C}_\lambda} := \sup_{0 \leq \theta \leq \pi} |\varphi(\cos \theta)|, and \mathcal{M}_\lambda(S^n, x_0) with norm \|\mu\|_{\mathcal{M}_\lambda} := |S^n-1| \int_0^\pi |d\mu^\lambda(\theta)|, where \mu^\lambda is the corresponding function in \mathcal{M}[0, \pi] of the measure \mu \in S^n (actually there is a bijection between \mathcal{M}_\lambda(S^n, x_0) and some subset of \mathcal{M}[0, \pi], see [15, P. 250-252] and [2, P. 204 and P. 209]), are all Banach spaces.

For \( f \in \mathcal{L}^1(S^n) \) and \( \varphi \in \mathcal{L}^1(S^n) \), the convolution of \( f \) and the zonal function \( \varphi \) is defined by

\[(f \ast \varphi)(x) := \int_{S^n} f(y) \varphi(x \cdot y) \, d\omega(y) \quad (x \in S^n). \quad (6)\]

The convolution of \( \psi \in \mathcal{L}^1(S^n) \) and \( \mu \in \mathcal{M}(S^n) \) is defined by \((\psi \ast d\mu)(x) := \int_{S^n} \psi(x \cdot y) d\mu(y)\). The convolution of \( f \in \mathcal{L}^1(S^n) \) and the zonal measure \( \mu \in \mathcal{M}_\lambda(S^n) \) with \( x_0 \) is defined by

\[(f \ast d\mu)(x) := \int_{S^n} f(y) \, d\varphi_x \mu(y) \quad (x \in S^n), \quad (7)\]

where \( \varphi_x \mu(E) := \mu(\rho E), \rho x = x_0 \), for all measurable subsets \( E \subset S^n \) (Please refer to [2, Chapter 1], [25, Chapter 1] and [15] for further details on convolution).

**Remark 2.2** In this paper, we follow the definition of convolution in [25] and Young’s inequality still holds on the sphere.

**Definition 2.3** (see [2, P. 254]) Let two function spaces \( \mathcal{Y} \) and \( \mathcal{Z} \) either be \( \mathcal{C}(S^n), \mathcal{L}^p(S^n) \) (1 \leq p < \infty) or \( \mathcal{M}(S^n) \). A sequence \( \{a_k \in \mathbb{C} \mid k = 0, 1, 2, \ldots \} \) is called a multiplier sequence from \( \mathcal{Y} \) to \( \mathcal{Z} \) if for each \( f \in \mathcal{Y} \), there exists \( g \in \mathcal{Z} \) whose Laplace expansion is as follows \( Y_k g = \lambda/(k + \lambda) a_k Y_k f \) (\( k = 0, 1, 2, \ldots \)). The collection of all multiplier sequences from \( \mathcal{Y} \) to \( \mathcal{Z} \) is denoted by \( (\mathcal{Y}, \mathcal{Z}) \). For \( \mathcal{Y} = \mathcal{Z} \), \( \{a_k\}_{k=0}^\infty \) is called a multiplier sequence on \( \mathcal{Y} \).

**Remark 2.4** By [20, P. 222-P. 231]

\[(\mathcal{M}, \mathcal{M}) = (\mathcal{C}, \mathcal{C}) = (\mathcal{L}^1, \mathcal{L}^1) \subset (\mathcal{L}^p, \mathcal{L}^p) \subset (\mathcal{L}^2, \mathcal{L}^2) \quad (1 < p < \infty).\]

**Definition 2.5** An operator \( T \) on \( \mathcal{X} \) is called a multiplier operator with a sequence \( \{a_k\}_{k=0}^\infty \) on \( \mathcal{X} \) if for each \( f \in \mathcal{X} \), \( Tf \in \mathcal{X} \) and \( Y_k(T f) = a_k Y_k(f) \) (\( k = 0, 1, 2, \ldots \)). The operator \( T^\alpha (\alpha > 0) \) defined by \( T^\alpha f \sim \sum_{k=0}^\infty -a(k) Y_k f \), where “\( \sim \)” is in the sense of distribution (see [12, P. 323-325] and [18, Section.1]), is called the fractional differential operator if \( T^\alpha f \in \mathcal{X} \). Denote the domain of \( T^\alpha \) by \( \mathcal{D}_1(T^\alpha) = \{ f \in \mathcal{X} \mid T^\alpha f \in \mathcal{X} \} \).
Denote by $\|T\|_\mathcal{X}$ the norm of an operator $T$ on $\mathcal{X}$. Then the collection of endomorphisms of $\mathcal{X}$ denoted by $\mathcal{E}(\mathcal{X})$ is a Banach algebra with norm $\|T\|_\mathcal{X}$ (see [6, P. 7]).

**Definition 2.6** (see [6, P. 7-8]) If $T(t)$ is an operator function on the non-negative real axis $0 \leq t < \infty$ to the Banach algebra $\mathcal{E}(\mathcal{X})$, in the following conditions, if (8) is satisfied, $\{T(t)\} |0 \leq t < \infty$ is called one-parameter semigroup of operators in $\mathcal{E}(\mathcal{X})$ and it is said to be of class $(\mathcal{E})$ if it satisfies the further property (9).

$$T(t_1 + t_2) = T(t_1) \circ T(t_2) \ (t_1, t_2 \geq 0), \quad T(0) = I, \quad (8)$$

$$s-lim_{t \to 0^+} T(t) = I, \quad (9)$$

where $A \circ B$ means the composition of operators $A$ and $B$, $I$ is the identity operator on $\mathcal{X}$ and $s-lim_{t \to 0^+} f_t = f$ denotes the strongly convergence which means $\|f_t - f\|_\mathcal{X}$ tends to zero as $t \to 0^+$. $T(t)$ is called to have contraction if it satisfies

$$\|T(t)\|_\mathcal{X} \leq \|f\|_\mathcal{X} \quad (f \in \mathcal{X}). \quad (10)$$

**Definition 2.7** (see [6, P. 11]) The infinitesimal generator $\mathcal{A}$ of the semigroup $\{T(t)\} |0 \leq t < \infty$ is defined by $\mathcal{A} := s-lim_{t \to 0^+} \frac{T(t)f - f}{t}$, whenever the limit exists; the domain of $\mathcal{A}$ is, in symbols $\mathcal{D}(\mathcal{A})$, being the set of elements $f \in \mathcal{X}$ for which the limit exists; for $r = 0, 1, 2, \ldots$, the $r$-th power of $\mathcal{A}$ denoted by $\mathcal{A}^r$ is defined inductively by the relations $\mathcal{A}^0 = I$, $\mathcal{A}^1 = \mathcal{A}$, and

$$\mathcal{D}(\mathcal{A}^r) := \big\{ f | f \in \mathcal{D}(\mathcal{A}^{r-1}) \text{ and } \mathcal{A}^{r-1}f \in \mathcal{D}(\mathcal{A}) \big\},$$

$$\mathcal{A}^r f := \mathcal{A}(\mathcal{A}^{r-1}f) = s-lim_{t \to 0^+} \frac{T(t) - I}{t} \mathcal{A}^{r-1}f \quad (f \in \mathcal{D}(\mathcal{A}^r)). \quad (11)$$

For $r \in \mathbb{Z}_+$, $\mathcal{D}(\mathcal{A}^r)$ is a linear subspace and $\mathcal{A}^r$ is a linear operator.

If an operator $T$ in $\mathcal{E}(\mathcal{X})$ can be expressed in the form of convolution (6) or (7), then $\varphi, \psi \in \mathcal{L}_1^1$ or $\mu \in \mathcal{M}_\lambda$ there is called the kernel of $T$. The Cesàro mean of $f \in \mathcal{X}$ denoted by $\sigma_k^\alpha(f)$ is defined by (see for instance [25, P. 49]) $\sigma_k^\alpha(f) = (1/A_k^\alpha) \sum_{j=0}^{k} A_{k-j}^\alpha Y_j f$, where $\alpha$ is a complex whose real part is not less than $-1$, $k \in \mathbb{Z}_+$ and $A_k^\alpha = (k+\alpha) = \Gamma(k+\alpha+1)/\Gamma(\alpha+1)\Gamma(k+1)$ ($k \in \mathbb{Z}_+$), is the generalized combination number. For $\alpha > \lambda = (n-2)/2$, there holds (see for instance Theorem 2.3.10 in [25, P. 54-55])

$$\|\sigma_k^\alpha(f)\|_\mathcal{X} \leq C(n, \alpha, \mathcal{X})\|f\|_\mathcal{X} \quad (k \in \mathbb{Z}_+, \ f \in \mathcal{X}). \quad (12)$$

For any sequence $\{\mu_k\}_{k=0}^\infty$, denote $\delta\mu_k = \mu_k - \mu_{k+1}$ ($k = 0, 1, \ldots$) and $\delta^{i+1}\mu_k = \delta(\delta^i\mu_k)$ ($i = 1, 2, \ldots$).

The definitions of moduli of smoothness on the sphere are given as follows (see for instance [25, P. 56- P.57, P. 183-184]). The translation operator on $\mathcal{L}_1^1(\mathbb{S}^n)$ is defined by $S_\theta(f)(x) := (|\mathbb{S}^{n-2}| \sin^{n-1} \theta)^{-1} \int_{x-y=\cos \theta} f(y) \, d\omega_{n-1}(y) \quad (0 < \theta \leq \pi)$. Let
\( \alpha > 0, \theta > 0 \). The multiplier operator on \( \mathcal{X} \) is called the finite difference of degree \( \alpha \) with step \( \theta \), defined by 
\[ \Delta^\alpha_g := (I - S_g)_{\alpha/2} = \sum_{k=0}^{\infty} (-1)^k(\frac{\alpha}{k}) (S_g)^k, \]
where \( (\cdot)^k := \frac{1}{k!} \left( \frac{\alpha}{2} \right) \cdots \left( \frac{\alpha}{2} - k + 1 \right) \).

**Definition 2.8** Let \( f \in \mathcal{X}, \alpha > 0 \). The moduli of smoothness of degree \( \alpha \) of \( f \) is defined as 
\[ \omega^\alpha(f, t) := \sup \left\{ \| \Delta^\alpha_g f \|_X : 0 < \theta \leq t \right\} \quad (0 < t \leq \pi). \]

**Definition 2.9** (see [12, P. 323-325]) Let \( f \in \mathcal{X}, t > 0 \). The \( K \)-functional introduced by multiplier operator \( A \) with multiplier sequence \( \{a_k\}_{k=0}^\infty \) is defined as 
\[ K_A(f, t) := \inf_{g \in D_1(A)} \left\{ \| f - g \|_X + t\| Ag \|_X \right\}, \]
here 
\[ D_1(A) = \left\{ f \in \mathcal{X} | \text{there exists } g \in \mathcal{X} \text{ such that } a(k)Y_kf = Y_kg, \ k = 0, 1, 2, \ldots \right\}. \quad (13) \]

Particularly, for the \( K \)-functional introduced by \( (\alpha/2) \)-th Laplace-Beltrami operator \( D^{\alpha/2} \) with the multiplier sequence \( \left\{ ( - k(k + 2\lambda))^{\alpha/2} \right\}_{k=0}^\infty \) \( (\alpha > 0) \), there holds 
\[ K_{D^{\alpha/2}}(f, t^2) \approx \omega^\alpha(f, t)_X, \quad (14) \]
which was finally proved by Riemenschneider and Wang (see [23]). One might also define \( K \)-functional introduced by infinitesimal generator as follows.

**Definition 2.10** (see [6, Section 3.4]) Suppose \( \{ T(t) | 0 \leq t < \infty \} \) a semigroup of operator of class \( (\mathcal{C}_0) \) in \( \mathcal{E}(\mathcal{X}) \) and let \( A \) be its infinitesimal generator. For \( f \in \mathcal{X} \), the \( r \)-th \( K \)-functional introduced by \( A \) is defined by 
\[ K_A^r(f, t)_X := \inf_{g \in D(A^r)} \left\{ \| f - g \|_X + t\| A^r g \|_X \right\}, \]
here \( D(A^r) \) is defined by Definition 2.7 and \( A^r \) denotes the \( r \)-th power of infinitesimal generator \( A \).

Finally, it is worth mentioning here the concept of saturation for operators on \( \mathcal{X} \) (see [2, P. 217]), which was first proposed by Favard in [16].

**Definition 2.11** Let \( \varphi(\rho) \) be a positive function with respect to \( \rho, \ 0 < \rho < \infty \), tending monotonely to zero as \( \rho \to \infty \). For a sequence of operators \( \{I_\rho\}_{\rho>0} \) if there exists \( \mathcal{K} \subseteq \mathcal{X} \) such that
(i) If \( \| I_\rho(f) - f \|_p = o(\varphi(\rho)) \), then \( I_\rho f = f \) for all \( \rho > 0 \);
(ii) \( \| I_\rho(f) - f \|_p = O(\varphi(\rho)) \) if and only if \( f \in \mathcal{K} \);
then \( I_\rho \) is said to be saturated on \( \mathcal{X} \) with order \( O(\varphi(\rho)) \) and \( \mathcal{K} \) is called its saturation class.
3 Classes and \( K \)-Functionals Introduced by Multiplier Sequences on the Sphere

Let \( \psi(x) \) be a function from \( \mathbb{R} \) to \( \mathbb{C} \), define \( \mathcal{H}\left(\left\{ \psi(k)\right\} _{k=0}^{\infty}; \mathcal{X}\right) := \left\{ f \in \mathcal{X} \mid \text{there exists } g \in \mathcal{X} \text{ such that } \psi(k)Y_k f = Y_k g \text{ for } k = 0, 1, \ldots \right\} \), and denoted by \( \mathcal{H}(\psi(k); \mathcal{X}) \) for convenience.

**Theorem 3.1** Suppose that \( \psi_0(x) \) and \( \varphi_0(x) \) are functions from \( [0, +\infty) \) to \( \mathbb{C} \) and there exist \( v_1, v_2 \in \mathbb{R} \) such that \( \psi(x) = e^{iv_1 \pi} \psi_0(x) \) and \( \varphi(x) = e^{iv_2 \pi} \varphi_0(x) \) are both real valued functions. And \( 0 < \lim_{x \to +\infty} \left( \psi(x)/\varphi(x) \right) = c_0 < +\infty \) and \( \psi(0) = \varphi(0) = 0 \), setting

\[
g(t) := \begin{cases} 
\frac{\psi(t) - 1}{\varphi(t) - 1}, & 0 < t < +\infty, \\
c_0, & t = 0,
\end{cases}
\]

if \( g(t), (g(t))^{-1} \in C^{2\lambda + 2}[0, +\infty) \) \( C^{2\lambda + 2}(0, +\infty) \) is the collection of real functions on \( [0, +\infty) \) that are \( (2\lambda + 2) \) times continuously differentiable, then for \(-\infty < s < +\infty\), there holds

\[
\mathcal{H}(\psi(0)^s; \mathcal{X}) = \mathcal{H}(\varphi(0)^s; \mathcal{X})
\]

**Proof.** We first prove that for any \( s \in (-\infty, +\infty) \),

\[
\left\{ C_k^s = \frac{k + \lambda}{\lambda} \left( \frac{\psi(k)}{\varphi(k)} \right)^s, k = 1, 2, \ldots; C_0^s = \varphi(0) \right\}
\]

belongs to \((\mathcal{M}, \mathcal{M})\). In fact, for any \( k \in \mathbb{Z}_+ \), \( g_1(t) = (g(t))^s \in C^{2\lambda + 2}[0, +\infty) \) allows us to use Taylor’s formula for \( g_1(t) \) on \([0, 1/k] \) at \( t = 0 \), that is, there exists \( 0 < \xi_k < 1/k \) such that

\[
\left( \frac{\psi(k)}{\varphi(k)} \right)^s = g_1 \left( \frac{1}{k} \right) = g_1(0) + g_1^{(1)}(0) \frac{1}{k} + \cdots + g_1^{(2\lambda + 1)}(0) \frac{1}{(2\lambda + 1)!} \left( \frac{1}{k} \right)^{2\lambda + 1}
\]

\[
+ g_1^{(2\lambda + 2)}(\xi_k) \frac{1}{(2\lambda + 2)!} \left( \frac{1}{k} \right)^{2\lambda + 2}.
\]  \(\text{(15)}\)

We deduce from the assumption that \( g_1^{(i)}(0), i = 0, 1, \ldots, 2\lambda + 1 \), are constants depending only on \( \psi, \varphi, s \) and \( n \), and

\[
\left| g_1^{(2\lambda + 2)}(\xi_k) \right| \leq C(\varphi, \psi, s, n).
\]  \(\text{(16)}\)

Multiply \(\text{(15)}\) by \( (n + \lambda)/\lambda \), then according to Definition 2.3, one can verify that the sequence consisting of the first term \( (g_1(0)(k + \lambda))/\lambda = (c_0(k + \lambda))/\lambda \) \( (k = 1, 2, \ldots) \) belongs to \((\mathcal{M}, \mathcal{M})\). \([1, \text{I, P. 202-203}]\) proved that \( (k + \lambda)/k^\alpha \) \( (\alpha > 0) \) are Gegenbauer-Stieltjes-coefficients of some measure in \( \mathcal{M} \). For the last term of \(\text{(15)}\), we estimate the
following series that
\[
\left| \frac{1}{|S^n|} \sum_{k=1}^{\infty} g_k^{(2\lambda+2)}(\xi_k) \left( \frac{1}{k} \right)^{2\lambda+2} k + \frac{\lambda}{\lambda} p_k^\lambda(\cos \theta)(\sin \theta)^{2\lambda} \right| \leq C(\varphi, \psi, s, n) \sum_{k=0}^{\infty} \frac{1}{k^2} < \infty,
\]
here the inequality is due to (16) and (4). Thus, there exists \( \mu_1 \in M_\lambda(S^n) \) such that
\[
d(\mu_1^\ast) = \frac{1}{|S^n|} \sum_{k=1}^{\infty} g_k^{(2\lambda+2)}(\xi_k) \left( \frac{1}{k} \right)^{2\lambda+2} k + \frac{\lambda}{\lambda} p_k^\lambda(\cos \theta)(\sin \theta)^{2\lambda} d\theta.
\]
It follows that the Gegenbauer-Stieltjes-coefficients of \( \mu_1 \) are
\[
\hat{\mu}_1(j) = |S^n| c(j, \lambda) \int_0^\pi P_j^\lambda(\cos \theta) d(\mu_1^\ast)(\theta) = \frac{j + \lambda g_k^{(2\lambda+2)}(\xi_k)}{\lambda} \left( \frac{1}{j} \right)^{2\lambda+2} (j = 1, 2, \ldots).
\]
Lemma 5.3.1 in [2, P. 255] tells us that a sequence is Gegenbauer-Stieltjes-coefficients of some zonal measure on \( S^n \) if and only if it belongs to \( (M, M) \), hence,
\[
\left\{ \frac{k + \lambda g_k^{(2\lambda+2)}(\xi_k)}{\lambda} \left( \frac{1}{k} \right)^{2\lambda+2} \right\}_{k=1}^{\infty}
\]
are Gegenbauer-Stieltjes-coefficients of \( \mu_1 \), which implies that
\[
\left\{ C_k^s = \frac{k + \lambda}{\lambda} \left( \psi(k) \right)^s, k = 1, 2, \ldots; C_0^s = 0 \right\}
\]
belongs to \( (M, M) \). By Remark 2.4, we obtain
\[
\left\{ C_k^s \right\}_{k=0}^{\infty} \in (M, M) = (C, C) \subset (L^p, L^p) \ (1 \leq p < \infty).
\]
Now we prove \( \mathcal{H}((\varphi(k))^s; \mathcal{X}) = \mathcal{H}((\psi(k))^s; \mathcal{X}) \). We will just take account of the case of \( \mathcal{X} = L^p(S^n) \ (1 \leq p < \infty) \) and the proof of the case of \( \mathcal{X} = C(S^n) \) is analogous. For \( f \in \mathcal{H}((\psi(k))^s; L^p(S^n)) \ (1 \leq p < \infty, s \in \mathbb{R}) \), there exists \( g_1 \in L^p(S^n) \) such that
\[
(\psi(k))^s Y_k f = Y_k g_1 \ (k = 0, 1, 2, \ldots).
\]
Thus,
\[
(\varphi(k))^s Y_k f = \frac{\lambda}{k + \lambda} C_k^{-s} Y_k g_1 \ (k = 1, 2, \ldots).
\]
It follows from (17) that \( C_k^{-s} \in (L^p, L^p) \). So, there exists \( g_2 \in L^p(S^n) \) such that
\[
\frac{\lambda}{k + \lambda} C_k^{-s} Y_k g_1 = Y_k g_2 \ (k = 0, 1, 2, \ldots),
\]
that is, \( (\varphi(k))^s Y_k f = Y_k g_2 \ (k = 1, 2, \ldots) \), in addition, \( (\varphi(0))^s Y_k f = 0 = Y_0 g_2 \), so
\( f \in \mathcal{H}((\varphi(k))^s; \mathcal{X}) \). Thus, \( \mathcal{H}((\psi(k))^s; \mathcal{X}) \subset \mathcal{H}((\varphi(k))^s; \mathcal{X}) \). One will similarly obtain that \( \mathcal{H}((\varphi(0))^s; \mathcal{X}) = \mathcal{H}((\varphi(k))^s; \mathcal{X}) = \mathcal{H}((\psi(k))^s; \mathcal{X}) \).
\[ H((\psi(k))^s; \mathcal{X}) = H((\psi_0(k))^s; \mathcal{X}). \] This completes the proof of Theorem 3.1. \qed

Remark 3.2 Define

\[
\mathcal{H}_1 \left( \left\{ \psi(k) \right\}_{k=0}^{\infty}; \mathcal{X} \right) := \left\{ \begin{array}{ll}
\{ f \in \mathcal{X} \mid \text{there exists } g \in \mathcal{L}^p(\mathbb{S}^n) \text{ such that } \psi(k)Y_k f = Y_k g \\
\text{for } k = 0, 1, \ldots \} \quad (\mathcal{X} = \mathcal{L}^p(\mathbb{S}^n), \ 1 < p < \infty), \\
\{ f \in \mathcal{X} \mid \text{there exists } \mu \in \mathcal{M}(\mathbb{S}^n) \text{ such that } \\
\psi(k)Y_k f = Y_k(\text{d}\mu) \text{ for } k = 0, 1, \ldots \} \quad (\mathcal{X} = \mathcal{L}^1(\mathbb{S}^n)), \\
\{ f \in \mathcal{X} \mid \text{there exists } g \in \mathcal{L}^\infty(\mathbb{S}^n) \text{ such that } \\
\psi(k)Y_k f = Y_k g \text{ for } k = 0, 1, \ldots \} \quad (\mathcal{X} = \mathcal{C}(\mathbb{S}^n)).
\end{array} \right.
\]

Suppose \( \varphi_0(x) \) and \( \psi_0(x) \) satisfy the hypothesis of Theorem 3.1, then one can analogously prove that

\[ \mathcal{H}_1 \left( \left\{ \varphi_0(k)^s \right\}; \mathcal{X} \right) = \mathcal{H}_1 \left( \left\{ \psi_0(k)^s \right\}; \mathcal{X} \right) \quad (-\infty < s < \infty), \]

by the fact \( (\mathcal{M}, \mathcal{M}) = (\mathcal{C}, \mathcal{C}) \subset (\mathcal{L}^p, \mathcal{L}^p) \ (1 \leq p \leq \infty) \) (see Remark 2.4).

Theorem 3.3 Let \( a(x) \) and \( b(x) \) be polynomials with the same degree \( d \). Suppose \( \mathcal{A} \) and \( \mathcal{B} \) are operators in \( \mathcal{X} \) with multiplier sequences \( \{a(k)\}_{k=0}^{\infty} \) and \( \{b(k)\}_{k=0}^{\infty} \) respectively and both possess \( \alpha \)-th power \( (\alpha > 0) \). If \( a(x) \) and \( b(x) \) satisfy the hypotheses of Theorem 3.1 and neither of \( a(x) \) and \( b(x) \) have any zero points on \( (0, +\infty) \), then there hold

\[ \mathcal{D}_1(\mathcal{A}^\alpha) = \mathcal{D}_1(\mathcal{B}^\alpha), \quad K_{\mathcal{A}^\alpha}(f, \delta)_{\mathcal{X}} \approx K_{\mathcal{B}^\alpha}(f, \delta)_{\mathcal{X}} \]

for all \( \alpha > 0 \) and \( \delta > 0 \).

Proof. The idea comes from [7]. By Theorem 3.1, there holds

\[ \mathcal{D}_1(\mathcal{A}^\alpha) = \mathcal{H}((a(k))^\alpha; \mathcal{X}) = \mathcal{H}((b(k))^\alpha; \mathcal{X}) = \mathcal{D}_1(\mathcal{B}^\alpha). \quad (18) \]

For \( g \in \mathcal{D}_1(\mathcal{A}^\alpha) \), set \( h := \sum_{k=0}^{\infty} \left( \frac{a(k)}{a(k)} \right)^\alpha Y_k(\mathcal{A}^\alpha) g = \sum_{k=0}^{\infty} \left( \frac{b(k)}{b(k)} \right)^\alpha Y_k(g) \sim \mathcal{B}^\alpha g \). We show that \( \|h\|_{\mathcal{X}} \leq C(a, b, \alpha, n_0)\|\mathcal{A}^\alpha g\|_{\mathcal{X}} \). Setting \( \psi(x) = (b(x)/a(x))^{\alpha} \ (x \in [0, +\infty)) \), it can be verified that \( \left| \left( \psi(x) \right)^{(l+1)} \right| \leq C(a, b, \alpha, l)(1 + x)^{-(l+2)} \ (x \geq 1) \), from which it follows that

\[
\left| \delta^{l+1} \mu_k \right| \leq \left| \int_0^1 \cdots \int_0^1 \psi^{(l+1)}(x) \right|_{x=k+u_1+u_2+\cdots+u_{l+1}} du_1 \cdots du_{l+1} \leq C(a, b, \alpha, l) \frac{1}{(1+k)^{l+2}}. \quad (19)
\]

Thus, for \( l > \lambda \), one has

\[
\|h\|_{\mathcal{X}} \leq \sum_{k=0}^{\infty} \left| \delta^{l+1} \mu_k \right| \left( \frac{k+l}{l} \right) \|\mathcal{A}^\alpha g\|_{\mathcal{X}} \leq C(a, b, \alpha, l) \|\mathcal{A}^\alpha g\|_{\mathcal{X}},
\]
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here the first inequality uses Abel transformations \((l + 1)\) times, and the second one is by (12) and (19). That is, 
\[
\|B^\alpha g\|_\chi = \left\langle \sum_{k=0}^{\infty} (b(k))^\alpha Y_k g \right\rangle \leq C(a, b, \alpha, l) \|A^\alpha g\|_\chi.
\]
In the same way, one has \(\|A^\alpha g\|_\chi \leq C(a, b, \alpha, l) \|B^\alpha g\|_\chi\). So, \(\|A^\alpha g\|_\chi \approx \|B^\alpha g\|_\chi\) for all \(g \in \mathcal{X}\). In addition, taking into account (18), one obtains that for \(f \in \mathcal{X}\),
\[
K_{A^\alpha}(f, \delta) = \inf_{g_1 \in D_1(A^\alpha)} \left\{ \|f - g_1\|_\chi + \delta^\alpha \|A^\alpha g_1\|_\chi \right\} \\
\approx \inf_{g_2 \in D_1(B^\alpha)} \left\{ \|f - g_2\|_\chi + \delta^\alpha \|B^\alpha g_2\|_\chi \right\} = K_{B^\alpha}(f, \delta) \quad (\delta > 0).
\]
This proves Theorem 3.3. □

4 Approximation for Semigroups of Contraction Operators of Class \((C_0)\) on the Sphere

4.1 Equivalence between approximation by semigroups of exponential-type multiplier operators and \(K\)-functional

First, we prove the following lemma.

**Lemma 4.1.1** Let \(\{T(t)\}_{0 \leq t < \infty}\) be a semigroup of class \((C_0)\) in \(\mathcal{E}(\mathcal{X})\) and also be multiplier operators with an exponential-type sequence \(\{a_t(k)\}_{k=0}^\infty\) on \(\mathcal{X}\), that is, there exits \(\{a(k)\}_{k=0}^\infty\) such that \(a_t(k) = e^{a(k)t} \quad (k = 0, 1, \ldots)\). Then for \(r \in \mathbb{Z}_+\),
\[
D(A^r) \subset D_1(A^r) \quad (20)
\]
and \(A^r f \sim \sum_{k=0}^\infty (a(k))^\tau Y_k f \quad (f \in D(A^r))\). Particularly, \(D(A) = D_1(A)\). Moreover, for \(f \in D(A^r)\) and \(g \in \mathcal{X}\) such that \((a(k))^\tau Y_k f = Y_k g \quad (k = 0, 1, \ldots)\), there holds
\[
(T(t) - I)^{\tau} f = \int_0^t \cdots \int_0^t T(u_1 + \cdots + u_r) g \, du_1 \cdots du_r \quad a.e., \quad (21)
\]
here \(D(A)\) and \(D_1(A)\) is defined by (11) and (13) respectively.

**Proof.** First we prove \(D_1(A) \subset D(A)\). Set \(f \in D_1(A)\) and \(Tf \in \mathcal{X}\) such that \(Tf = \sum_{k=0}^\infty a(k)Y_k f \quad (f \in D_1(A))\). For each fixed \(x \in \mathbb{S}^n\), \(Y_k(f)(x) \quad (k = 0, 1, \ldots)\) is a bounded linear functional on \(\mathcal{X}\), which can commute with Bochner integral Then, for \(k = 0, 1, 2, \ldots\),
\[
Y_k \left( \int_0^t T(\tau)(Tf) \, d\tau \right) (x) = \int_0^t Y_k (T(\tau)(Tf)) (x) \, d\tau = \int_0^t e^{a(k)\tau} Y_k(T^\alpha f)(x) \, d\tau \\
= \int_0^t e^{a(k)\tau} a(k)(Y_k f)(x) \, d\tau = (e^{a(k)t} - 1) (Y_k f)(x) = Y_k (T(t) f - f)(x).
\]
Therefore, \( f \) satisfies the uniqueness theorem, we have
\[
\frac{T(t) - I}{t} f = \frac{1}{t} \int_0^t (T(\tau)(T f)) d\tau \quad \text{a.e.}
\] (22)

\( \{T(t) | 0 \leq t < \infty \} \) is of class \( (C_0) \) then by (9),
\[
\left\| \frac{T(t) - I}{t} f - T f \right\|_X = \left\| \frac{1}{t} \int_0^t (T(\tau)(T f) - T f) d\tau \right\|_X \\
\leq \sup_{0 \leq \tau < t} \|T(\tau)(T f) - T f\|_X \to 0 \quad (t \to 0+).
\]

Therefore, \( f \in \mathcal{D}(A) \) and \( Af = s - \lim_{t \to 0+} \frac{T(t) - I}{t} f = T f \sim \sum_{k=0}^\infty a(k)Y_k f \) \( (f \in \mathcal{D}(A)), \) thus \( \mathcal{D}_1(A) \subset \mathcal{D}(A). \)

Conversely, for \( f \in \mathcal{D}(A^r) \) \( (r \in \mathbb{Z}_+), \)
\[
\left( \frac{e^{a(k)t} - 1}{t} \right)^r Y_k f(x) = Y_k \left( \left( \frac{T(t) - I}{t} \right)^r f \right)(x) \\
= Y_k \left( \int_0^t \cdots \int_0^t T(u_1 + \cdots + u_r) A^r f du_1 \cdots du_r \right)(x) \\
= \int_0^t \cdots \int_0^t e^{a(k)(u_1 + \cdots + u_r)} du_1 \cdots du_r Y_k \left( A^r f \right)(x) \\
= \left( \frac{e^{a(k)t} - 1}{t} \right)^r (a(k))^{-r} Y_k \left( A^r f \right)(x) \quad (k = 0, 1, 2, \ldots).
\]

where the second equality is by Proposition 1.1.6 in [6, P. 11-12]. Hence, \( Y_k \left( A^r f \right)(x) = (a(k))^r Y_k f \) \( (k = 0, 1, 2, \ldots). \) Thus \( f \in \mathcal{D}_1(A^r). \) So \( \mathcal{D}(A^r) \subset \mathcal{D}_1(A^r). \)

To prove (21), we notice that
\[
Y_k \left( \int_0^t \cdots \int_0^t T(u_1 + \cdots + u_r) g du_1 \cdots du_r \right)(x) \\
= \int_0^t \cdots \int_0^t e^{a(k)(u_1 + \cdots + u_r)} (a(k))^r (Y_k f)(x) du_1 \cdots du_r \\
= \left( e^{a(k)t} - 1 \right)^r (Y_k f)(x) = Y_k \left( (T(t) - I)^r f \right)(x)
\] (23)

with which uniqueness theorem for Laplace series yields the result. This completes the proof of Lemma 4.1.1. \( \square \)

**Remark 4.1.2** Suppose the hypotheses of Lemma 4.1.1 are satisfied, by (20),
\[
K_{A^r}(f, t) \chi \leq K_{A^r}(f, t) \chi \quad (f \in \chi, \ t > 0).
\]

By Ditzian and Ivanov’s method (see [14, P. 73-76]), we obtain the following theorem.
Theorem 4.1.3 Let \( \mathcal{X} \) and \( \mathcal{E}(\mathcal{X}) \) be defined in Section 2. Suppose that \( \{T(t)\}_{0 \leq t < \infty} \) is a strongly continuous semigroup of contraction operators of class \( (\mathcal{C}_0) \) in \( \mathcal{E}(\mathcal{X}) \) and \( A \) is its infinitesimal generator and also \( T(t) \) is an exponential-type multiplier operator for each \( t > 0 \) defined in Lemma 4.1.1. For \( f \in \mathcal{X} \) and \( t > 0 \), \( T(t)f \in \mathcal{D}(A) = \mathcal{D}_1(A) \) and there exists some constant \( N \) independent of \( t \) and \( f \) such that

\[
t \|AT(t)f\|_{\mathcal{X}} \leq N\|f\|_{\mathcal{X}} \quad \text{(for all } t > 0). \tag{24}
\]

Then, for any \( r \in \mathbb{Z}_+ \), there holds

\[
\|\oplus^r T(t)f - f\|_{\mathcal{X}} \approx K_{A^r}(f, t^r)_{\mathcal{X}}.
\]

To prove Theorem 4.1.3, we need the following remark that are not difficult to verify.

Remark 4.1.4 Let \( \{T(t)\}_{0 \leq t < \infty} \) be a semigroup of operators of class \( (\mathcal{C}_0) \). Then for any \( f \in \mathcal{D}(A^r) \) \( (r \in \mathbb{Z}_+) \) and \( t > 0 \), there holds \( T(t)f \in \mathcal{D}(A^r) \) and \( A^rT(t)f = T(t)A^r f \). If \( T(t)f \in \mathcal{D}(A) \) for all \( f \in \mathcal{X} \) and all \( t > 0 \), then for \( r \in \mathbb{Z}_+ \), \( T(t)f \in \mathcal{D}(A^r) \) for all \( f \in \mathcal{X} \).

Proof of Theorem 4.1.3. The inequality \( \|\oplus^r T(t)f - f\|_{\mathcal{X}} \leq CK_{A^r}(f, t^r)_{\mathcal{X}} \) is not hard to obtain. We just give the proof of the converse inequality \( \|\oplus^r T(t)f - f\|_{\mathcal{X}} \geq C(r)K_{A^r}(f, t^r) \). For any \( g \in \mathcal{D}_1(A^r) \), there exists \( h \in \mathcal{X} \) such that \( Y_kh = a(k)Y_kg \) \( (k = 0, 1, 2, \ldots) \), then by Lemma 4.1.1,

\[
(T(t) - I)^r g = \int_0^t \cdots \int_0^t T(u_1 + u_2 + \cdots + u_r)h \, du_1 \, du_2 \cdots \, du_r, \tag{25}
\]

which is a Bochner integral on \([0, t]^r\). In the rest part of proof of Theorem 4.1.3, we also view \( A^r \) as \( r \)-th power of the infinitesimal generator of \( \{T(t)\}_{0 \leq t < \infty} \). By the corollary of Hahn-Banach theorem, for \( f \in \mathcal{D}(A^{r+1}) \), there exists \( \varphi \in \mathcal{X}^* \) such that

\[
\varphi \left( f + \sum_{k=1}^r (-1)^k T(kt)f - (-1)^r t^r A^r f \right) = \left\| f + \sum_{k=1}^r (-1)^k T(kt)f - (-1)^r t^r A^r f \right\|_{\mathcal{X}} \tag{26}
\]

and \( \|\varphi\|_{\mathcal{X}^*} = 1 \). Define \( F : [0, \infty) \to \mathbb{C} \) by \( F(x) = \varphi(T(x)f) \) \( (0 \leq x < \infty) \), then \( F \in \mathcal{C}^{r+1}[0, \infty) \) \( (\mathcal{C}^{r+1}[0, \infty) \) is the space consisting of all \( r \) times continuously-differentiable functions on \([0, \infty)\)). By induction, we obtain that

\[
F^{(i)}(x) = \varphi(T(x)A^i f) \quad (i = 1, 2, \ldots, r + 1). \tag{27}
\]

Thus, \( \|F^{(r+1)}(x)\|_{\mathcal{C}[0, \infty)} \leq \|A^{r+1}f\|_{\mathcal{X}} \). Therefore,

\[
\sup_{x \geq 0} \left| F(x) + \sum_{k=1}^r (-1)^k \binom{r}{k} F(x + kt) - (-1)^r t^r F^{(r)}(x) \right| \leq \frac{r}{2} t^{r+1} \|A^{r+1}f\|_{\mathcal{X}}, \tag{28}
\]
here we use the relation between finite differences and derivatives and the mean value theorem. Setting $x = 0$, then for $t > 0$ and $r \in \mathbb{Z}_+$, there holds, by (26), (27) and (28) that

\[
\left\| f + \sum_{k=1}^{r} (-1)^k T(kt)f - (-1)^r t^r A^r f \right\|_\mathcal{X} \leq \frac{r t^{r+1}}{2} \|A^{r+1} f\|_\mathcal{X}.
\]  \tag{29}

On the other hand,

\[
t\|A^2 T((N+2)t)f\|_\mathcal{X} \leq \frac{N}{N+1}\|AT(t)f\|_\mathcal{X},
\]  \tag{30}

here Remark 4.1.4 and (24) are used. Then, there holds

\[
t\|AT((N+2)t)f\|_\mathcal{X} \leq \|T((N+2)t)f - T((N+2)t)f + tAT((N+2)t)f\|_\mathcal{X}
+ \|T((N+2)t)(T(t)f - f)\|_\mathcal{X}
\leq \frac{t^2}{2}\|A^2 T((N+2)t)f\|_\mathcal{X} + \|T(t)f - f\|_\mathcal{X}
\leq \frac{N}{2(N+1)} t\|AT((N+2)t)f\|_\mathcal{X} + \left(\frac{N^2}{2} + 1\right) \|T(t)f - f\|_\mathcal{X},
\]

where the second inequality is because of (29) in the case $r = 1$ and the third is due to (30). Therefore,

\[
t\|AT((N+2)t)f\|_\mathcal{X} \leq C(N)\|T(t)f - f\|_\mathcal{X},
\]  \tag{31}

where $C(N) = \left(\frac{(N+1)(N^2+2)}{(N+2)}\right)$. Set $m = r(N+2)$ and $g = -\sum_{k=1}^{r} (-1)^k T(kmt)f$. By $T(t)f \in \mathcal{D}(A)$ and Remark 4.1.4, there holds $g \in \mathcal{D}(A^k)$ for any $k \in \mathbb{Z}_+$. Then, it is deduced from (31) that

\[
\begin{align*}
t^r\|A^r g\|_\mathcal{X} & \leq 2^r t^r \|A^r T(mt)f\|_\mathcal{X} \\
& = 2^r t^r \left( t \|AT((N+2)t)(A^{-1}T((m - N - 2)t)f)\|_\mathcal{X} \right) \\
& \leq 2^r C(N) t^{r-1} \|A^{-1}T((m - N - 2)t)(T(t) - I)f\|_\mathcal{X} \\
& \ldots \\
& \leq 2^r (C(N))^r \|(T(t) - I)^r f\|_\mathcal{X}.
\end{align*}
\]

Thus, by Remark 4.1.2, one has $K_{A^r}(f, t^r)^{\mathcal{X}} \leq K_{A^r}(f, t^r)^{\mathcal{X}} \leq \|f - g\|_\mathcal{X} + t^r\|A^r g\|_\mathcal{X} \leq (m^r + (2C(N))^r) \|(T(t) - I)^r f\|_\mathcal{X}$, which completes the proof of Theorem 4.1.3. \(\Box\)
4.2 Approximation by operators with exponential-type multiplier sequences

Definition 4.2.1 Let \( p(x) \) be a polynomial from \( \mathbb{R} \) to \( \mathbb{R} \) and \( 0 < \gamma \leq 1 \), the exponential-type multiplier operator on \( X \) with \( p(x) \) and \( \gamma \) defined by

\[
T_p^\gamma(t)f := \sum_{k=0}^{\infty} e^{-(p(k))\gamma t} Y_k f \quad (f \in X)
\]  

(32)

and

\[
T_p^\gamma(0)f := f,
\]  

(33)

is called regular if the coefficient of first term is positive, \( p(0) = 0 \) and the degree of \( p(x) \) is larger than 0.

Remark 4.2.2 For \( f \in X \), \( T_p^\gamma(t)f = f \ast \varphi_p^\gamma(t) \), here

\[
\varphi_p^\gamma(t)(\cos \theta) = \frac{1}{|S^n|} \sum_{k=0}^{\infty} e^{-(p(k))\gamma t} \frac{k + \lambda}{\lambda} P_\lambda^k(\cos \theta).
\]

Then, \( \varphi_p^\gamma(t)(\cos \theta) \in L_1^{\lambda} \) and \( T_p^\gamma(t) \in \mathcal{E}(X) \). For \( r \in \mathbb{Z}_+ \),

\[
(A_p^\gamma)^r f \sim \sum_{k=0}^{\infty} (-p(x))^r Y_k f \quad ((A_p^\gamma)^r f \in X).
\]  

(34)

Theorem 4.2.3 Let \( \{T_p^\gamma(t)\}_{0 \leq t < \infty} \) defined by (32) and (33) be regular exponential-type multiplier operators on \( X \) with \( p(x) \) and \( \gamma \). For \( t \geq 0 \), the kernel \( \varphi_p^\gamma(t)(\cos \theta) \) of \( T_p^\gamma(t) \) is positive. Then \( \{T_p^\gamma(t)\}_{0 \leq t < \infty} \) forms a strongly continuous semigroup of contraction operators of class \((C_0)\) and for \( t > 0 \) and \( f \in X \), \( T_p^\gamma(t)f \in D(A) \). Moreover,

\[
\|A_p^\gamma T_p^\gamma(t)f\|_X \leq \frac{N}{t} \|f\|_X,
\]  

(35)

here \( N \) is a constant depending only upon \( n, \gamma, p(x) \) and \( X \).

Proof. For \( t_1, t_2 > 0 \) and \( f \in \mathbb{Z}_+ \), one has that

\[
T_p^\gamma(t_1) \circ T_p^\gamma(t_2)f = T_p^\gamma(t_1 + t_2)f;
\]  

(36)

and \( \|\varphi_p^\gamma(\cos(\cdot))\|_{L_1^\lambda} = |S^{n-1}| \int_0^\pi \varphi_p^\gamma(\cos \theta)(\sin \theta)^{2\lambda} \, d\theta = 1 \), which is by (5), the positivity of \( \varphi_p^\gamma(\cos \theta) \) and (3). Thus,

\[
\|T_p^\gamma(t)f\|_X \leq \|\varphi_p^\gamma(\cos(\cdot))\|_{L_1^\lambda} \|f\|_X = \|f\|_X.
\]  

(37)

and also,

\[
\lim_{t \to 0^+} \|T_p^\gamma(t) - f\|_X = 0 \quad \text{(for all } f \in X),
\]  

(38)
which is by (37), the contraction of $T^\gamma_p(t)$ and Banach-Steinhaus theorem as well as the fact that the collection of all spherical polynomials is dense in $\mathcal{X}$. By Lemma 4.1.1, there holds for any $f \in \mathcal{X}$ and $t > 0$, $T^\gamma_p(t)f \in \mathcal{D}_1(A^\gamma_p) = \mathcal{D}(A^\gamma_p)$, and

$$A^\gamma_p T^\gamma_p(t)f = \sum_{k=0}^{\infty} -(p(k))^\gamma Y_k \left(T^\gamma_p(t)f\right) = \sum_{k=0}^{\infty} -(p(k))^\gamma e^{-\gamma t} Y_k f \quad \text{a.e.} \quad (39)$$

Then we conclude by (33), (36), (37) and (38) that $T^\gamma_p(t)$ forms a strongly continuous semigroup of contraction operators of class $(\mathcal{C}_0)$.

Now we go to prove (35). There exists constants $c$ and $c'$ such that

$$cx^\beta \leq (p(x))^\gamma \leq c' x^\beta \quad (0 < x < \infty, \beta = d\gamma), \quad (40)$$

where $d$ is the degree of $p(x)$. Then,

$$\|A^\gamma_p T^\gamma_p(t)f\|_{\mathcal{X}} = \left\|\sum_{k=1}^{\infty} \delta^{l+1} \left((p(k))^\gamma e^{-\gamma t}\right) A^\gamma_k \sigma_k f \right\|_{\mathcal{X}} \leq C \sum_{k=1}^{\infty} \left|\delta^{l+1} \left((p(k))^\gamma e^{-\gamma t}\right) k!\right| \|f\|_{\mathcal{X}}, \quad (41)$$

where the first equality uses $p(0) = 0$ and Abel transformations $(l+1)$ times and $l$ is a positive integer larger than $\lambda = (n-2)/2$.

It is necessary to estimate $\sum_{k=1}^{\infty} \left|\delta^{l+1} \left((p(k))^\gamma e^{-\gamma t}\right) k!\right|$ this moment. One can verify by induction that

$$\left(\frac{d}{dx}\right)^l \left((p(x))^\gamma e^{-\gamma x}\right) = \sum_{i=0}^{l} e^{-\gamma x} \sum_{j=1}^{N_i} \sum_{i=1}^{N_i} t^{s_{ij}} (p(x))^{(s_{ij}+1)\gamma-(m_{ij}+r_{ij})}$$

$$\times Q_{ij}^{d(m_{ij}+r_{ij})-(n_{ij}+i)}(x),$$

where $0 \leq r_{ij} \leq i$, $0 \leq s_{ij}, m_{ij} \leq l-i$, $n_{ij} \geq l-i$ and $N_i$, $N'_i$ are all positive integers, $Q_{ij}^d$ $(d=0,1,2,\ldots)$ is a polynomial with degree $d$ and $d(m_{ij}+r_{ij})-(n_{ij}+i) \geq 0$.

Thus, for $x \geq 1$, one has

$$\left|\left(\frac{d}{dx}\right)^l \left((p(x))^\gamma e^{-\gamma x}\right)\right| \leq \sum_{i=0}^{l} e^{-\gamma x} \sum_{j=1}^{N_i} \sum_{i=1}^{N_i} C_{ij} t^{s_{ij} x} (s_{ij}+1)\beta-(n_{ij}+i)$$

$$\leq \sum_{i=0}^{l} e^{-\gamma x} t^{s_{ij} x} (s_{ij}+1)\beta-I = \sum_{i=0}^{l} C_i t^{(i+1)\beta-I} e^{-\gamma x} t.$$
Therefore,
\[
\left| \delta^{l+1}((p(k))^\gamma e^{-(p(k))^\gamma t}) \right| \\
\leq \left| \int_0^1 \cdots \int_0^1 \left( \frac{d}{dx} \right)^{l+1} (p(x))^\gamma e^{-(p(x))^\gamma t} \right| \bigg|_{x=k+u_1+u_2+\cdots+u_{l+1}} \, du_1 \cdots du_{l+1} \\
\leq l+1 \sum_{i=0}^{l+1} C_i t^i k^{(i+1)\beta-(l+1)} e^{-ck^3 t},
\]
where $C_i$ ($i = 0, 1, \ldots, l+1$) are positive constants depending only upon $p(x), \gamma, i$ and $l$. Hence,
\[
\left| \sum_{k=1}^{\infty} \delta^{l+1}((p(k))^\gamma e^{-(p(k))^\gamma t}) k^l \right| \leq \sum_{i=0}^{l+1} C_i t^i \sum_{k=1}^{\infty} k^{(i+1)\beta-1} e^{-ck^3 t}.
\] (42)

Now consider function $a(x) = x^{(i+1)\beta-1} e^{-cx^3 t}$ ($i = 0, 1, \ldots, m$), $\frac{d}{dx} (a(x)) = ((i+1)\beta-1) + (-c\beta t)x^{\beta-2}e^{-cx^3 t}$, thus there exists integer $k_i \geq 0$ (may depend on $t$) such that $a(k_i+1) \geq a(x) \geq a(k)$ ($1 \leq k \leq x \leq k+1 \leq k_i$) and $a(k_i) \leq a(x) \leq a(k)$ ($k+1 \geq x \geq k > k_i$), here $k$ is a positive integer. Then from (42),
\[
\left| \int_{k=1}^{\infty} \delta^{l+1}((p(k))^\gamma e^{-(p(k))^\gamma t}) k^l \right| \leq \sum_{i=0}^{l+1} C_i t^i \int_{k=1}^{\infty} k^{(i+1)\beta-1} e^{-ck^3 t} \, dx \\
\leq \sum_{i=0}^{l+1} C_i t^i \left( \sum_{k=1}^{k_i} \int_{k}^{k+1} e^{-cx^3 t} x^{(i+1)\beta-1} \, dx + \sum_{k=k_i+1}^{\infty} \int_{k-1}^{k} e^{-cx^3 t} x^{(i+1)\beta-1} \, dx \right) \\
\leq \sum_{i=0}^{l+1} \left( \int_{k=0}^{l+1} 2C_i t^i \right) e^{-cx^3 t} x^{(i+1)\beta-1} \, dx = \frac{N_1}{l},
\]
where $N_1 = \left( \sum_{i=0}^{l+1} 2C_i e^{-(i+1)\beta t} \right) \beta^{-1}$. Therefore, by (41), we obtain that $\|A_p^r T_p(t)f\|_{\mathcal{X}} \leq \frac{N}{t} \|f\|_{\mathcal{X}}$, where $N = CN_1 = N(p(x), \gamma, n, \mathcal{X})$. The proof of Theorem 4.2.3 is completed.

**Theorem 4.2.4** Let $T_p(t)$ ($t \geq 0$) be regular exponential-type multiplier operators on $\mathcal{X}$ with $p(x)$ and $0 < \gamma < \infty$ and their kernels are positive, then there holds for $r \in \mathbb{Z}_+$ that
\[
\| \oplus^r T_p(t)f - f \|_{\mathcal{X}} \approx K_{(A_p^r)^{\gamma}}(f, t^r)_{\mathcal{X}}
\] (43)
for all $f \in \mathcal{X}$, here $A_p^r$ with multiplier operators is the infinitesimal generator of $\{T_p(t) | 0 \leq t < \infty \}$ (see (34)). Moreover, $\{\oplus^r T_p(t)^r | 0 \leq t < \infty \}$ is saturated with order $\mathcal{O}(t^r)$ and its saturation class is $\mathcal{H}_1(- (p(k)))^{r\gamma}; \mathcal{X}$.
Proof. (43) follows from Theorem 4.2.3 and Theorem 4.1.3. We now discuss the saturation property of \( \{ \oplus^r T_p^n(t) | 0 \leq t < \infty \} \). Let \( \mathcal{A}_0^\gamma \) be the infinitesimal generator of \( T_p^n(t) \) and \( \{ \varphi_{r,p,t}(k) \}_{k=0}^\infty \) be the Gegenbauer coefficients of the kernel \( \varphi_{r,p,t}(\cos \theta) \) of \( \oplus^r T_p^n(t) \). Then, \( \varphi_{r,p,t}(\cos \theta) = (1/|S^n|) \sum_{k=0}^\infty \left( 1 - (1 - e^{-\langle p(k) \rangle \gamma})^r \right)^k \frac{k + \lambda}{k} P_k^\lambda(\cos \theta) \) in \( C_\lambda(S^n) \), and \( \varphi_{r,p,t}(k) = ((k + \lambda)/\lambda)(1 - (1 - e^{-\langle p(k) \rangle \gamma})^r) \) \( (k = 0, 1, 2, \ldots) \). Thus,

\[
\lim_{t \to 0^+} \frac{\lambda}{k + \lambda} \varphi_{r,p,t}(k) - \frac{1}{t^r} = -(p(k))^\gamma \quad (k = 0, 1, 2, \ldots). \tag{44}
\]

In addition,

\[
|S^{n-1}| \int_0^\pi \varphi_{r,p,t}(\cos \theta) (\sin \theta)^{2\lambda} \, d\theta = 1. \tag{45}
\]

and

\[
\| \oplus^r T_p^n(t) f \|_\lambda \leq 2^r \| f \|_\lambda. \tag{46}
\]

Using Theorem 3.1 of [2, P. 220] (the \( c(0, \lambda) \) there is actually \( |S^{n-1}|/|S^n| \) in (45)), by (44), (45) and (46), one obtains that \( f \in \mathcal{H}_1(- (p(k))^\gamma; \lambda \) if \( \| \oplus^r T_p^n(t) f - f \|_\lambda = O(t^r) \) and \( f \) is a constant if \( \| \oplus^r T_p^n(t) f - f \|_\lambda = o(t^r) \).

Conversely, suppose \( f \in \mathcal{H}_1(- (p(k))^\gamma; \lambda \). First, for the case of \( \lambda = \mathcal{L}^0(S^n) \), there exists \( g \in \mathcal{L}^0(S^n) \) such that \( - (p(x))^\gamma Y_k f = Y_k g \) \( (k = 0, 1, 2, \ldots) \). By Lemma 4.1.1, \( \| \oplus^r T_p^n(t) f - f \|_p = \| (T_p^n(t) - I)^r f \|_p = \left\| \int_t^t \cdots \int_t^t T(u_1 + u_2 + \cdots + u_r) g \, du_1 \cdots du_r \right\|_p \leq \| g \|_p t^r = O(t^r) \). The proofs for the cases of \( \lambda = \mathcal{L}^1(S^n) \) and \( \mathcal{C}(S^n) \) are similar. So we just take the case of \( \lambda = \mathcal{L}^1(S^n) \) for example (the framework of the proof below is from [2, P. 229-231]). By hypothesis that \( f \in \mathcal{H}_1(- (p(k))^\gamma; \mathcal{L}^1(S^n)) \), there exists \( \mu \in \mathcal{M}(S^n) \) such that

\[
-(p(x))^\gamma Y_k f = Y_k(\mu) \quad (k = 0, 1, \ldots). \tag{47}
\]

By Remark 2.2, the convolution \( (\varphi_{p,t}^\gamma * d\mu)(x) := \int_{S^n} \varphi_{p,t}^\gamma(x \cdot y) d\mu(y) \in \mathcal{L}^1(S^n) \) and \( \| \varphi_{p,t}^\gamma * d\mu \|_1 \leq \| \varphi_{p,t}^\gamma \|_{L^1} \| \mu \|_{\mathcal{M}} = \| \mu \|_{\mathcal{M}} \). For given \( d\mu \), \( h(t) = \varphi_{p,t}^\gamma * d\mu \) defines a vector valued function from \( (0, \infty) \) to \( \mathcal{L}^1(S^n) \) and it can be verified that for any \( \varepsilon > 0 \), \( h(t) = \varphi_{p,t-\varepsilon}^\gamma * (\varphi_{p,\varepsilon}^\gamma * d\mu) = T_p^n(t - \varepsilon) h(\varepsilon) \). Then for \( 0 < \varepsilon \leq t_2 < t_1 < \infty \), one has \( \| h(t_1) - h(t_2) \|_1 \leq \| T_p^n(t_1 - \varepsilon) h(\varepsilon) - T_p^n(t_2 - \varepsilon) h(\varepsilon) \|_1 \leq \| T_p^n(t_1 - t_2) f - f \|_1 \to 0 \) \( (t_1 \to t_2) \), where (38) is used. Therefore, \( h(t) \) is strongly continuous in \( [\varepsilon, \infty) \) \( (\varepsilon > 0) \).

Now, by \( \int_\varepsilon^t \| h(\tau) \|_1 \, d\tau \leq \int_0^\alpha \| \mu \|_{\mathcal{M}} d\tau < \| \mu \|_{\mathcal{M}} t \), it follows that \( h(t) \) is Bochner integrable on \( (0, t) \) for any \( t > 0 \). Similar with the proof of (23), for \( k = 0, 1, 2, \ldots \),

\[
Y_k \left( \int_0^t \cdots \int_0^t (\varphi_{p,t}^\gamma(u_1 + u_2 + \cdots + u_r) * d\mu) \, du_1 \cdots du_r \right) = Y_k (\oplus^r T_p^n(t) f - f),
\]
\[ \oplus^r T_p^r(t)f - f = \int_0^t \cdots \int_0^t \left( \varphi_{p,(u_1+u_2+\cdots+u_r)}^\gamma * d\mu \right) du_1 \cdots du_r, \]

from which it follows that \( \| \oplus^r T_p^r(t)f - f \|_1 \leq \| \mu \|_{\mathcal{M}} t^r = \mathcal{O}(t^r) \). This completes the proof of Theorem 4.2.4. □

5 Approximation for Generalized Spherical Abel-Poisson and Weierstrass Operators and Their Booleans

We now apply the results of Section 4 to two special operators, the generalized spherical Abel-Poisson operators and the generalized spherical Weierstrass operators.

The generalized spherical Abel-Poisson operators (also called generalized Abel-Poisson singular integrals) in \( \mathcal{E}(\mathcal{X}) \) are defined as (see [5, P. 43-47])

\[ V_t^\gamma f := \sum_{k=0}^{\infty} \exp(-k^r t) Y_k f = f * v_t^\gamma \quad (0 < \gamma \leq 1, \ f \in \mathcal{X}), \]

where \( \exp(\cdot) \) is the exponential function and \( v_t^\gamma(\cos \theta) \) is the kernel that \( v_t^\gamma(\cos \theta) = \left(1/|S^n|\right) \sum_{k=0}^{\infty} \exp(-k^r t) \frac{k + \lambda}{\lambda} P_k^\lambda(\cos \theta) (0 \leq \theta \leq \pi) \). For \( \gamma = 1 \), set \( u = e^{-t} \), one has (see [2, P. 212-213])

\[ V_t^1 f = \sum_{k=0}^{\infty} u^k Y_k f = \int_{S^n} \frac{1}{|S^n|} \frac{1 - u^2}{(u^2 - 2 u (x \cdot y) + 1)^{\lambda+1}} f(y) \, d\omega_n(y) \] (0 \leq u < 1), which is the classical Abel-Poisson summation on the sphere. For \( r \in \mathbb{Z}_+ \), the \( r \)-th Boolean of \( V_t^\gamma \) is

\[ \oplus^r V_t^\gamma f = f - (I - V_t^\gamma)^r f = \sum_{k=0}^{\infty} \left(1 - \left(1 - e^{-k^r t}\right)\right)^r Y_k f \quad (f \in \mathcal{X}). \]

The generalized spherical Weierstrass operators (also called generalized spherical Weierstrass singular integrals) are given by (see [4, P. 84])

\[ W_t^\kappa f := \sum_{k=0}^{\infty} \exp(- (k(k+2\lambda))^{r} t) Y_k f = f * w_t^\kappa \quad (0 < \kappa \leq 1, \ f \in \mathcal{X}), \]

where \( w_t^\kappa \) is the kernel that \( w_t^\kappa(\cos \theta) = \left(1/|S^n|\right) \sum_{k=0}^{\infty} \exp(-k(k+2\lambda))^{r} t) \frac{k + \lambda}{\lambda} P_k^\lambda(\cos \theta) (0 \leq \theta \leq \pi) \). For \( r \in \mathbb{Z}_+ \), the \( r \)-th Boolean of \( W_t^\kappa \) is

\[ \oplus^r W_t^\kappa f = f - (I - W_t^\kappa)^r f = \sum_{k=0}^{\infty} \left(1 - \left(1 - e^{-(k(k+2\lambda))^{r} t}\right)\right)^r Y_k f \quad (f \in \mathcal{X}). \]

The kernel of \( V_t^\gamma \) and \( W_t^\kappa \) are both positive, that is, for \( 0 \leq \theta \leq \pi, \ t > 0, \ 0 < \gamma \leq 1, \ 0 < \kappa \leq 1, \ v_t^\gamma(\cos \theta) \geq 0 \) and \( w_t^\kappa(\cos \theta) \geq 0 \) which were proved in [4], [5, P. 43-47] and [21]. Therefore, by Theorem 4.2.3, one has the follow lemma.
Lemma 5.1 $V_t^\gamma$ and $W_t^\kappa$ are both regular exponential-type multiplier operators with positive kernels and with $p(x) = x$ and $p(x) = x(x + 2\lambda)$ respectively and are both strongly continuous semigroups of contraction operators of class $(C_0)$ and satisfy the Bernstein-type inequality (35).

Now we prove the equivalence between the approximation of the two operators and moduli of smoothness on the sphere.

Theorem 5.3 Let $\{V_t^\gamma\} \{0 \leq t < \infty\}$ $(0 < \gamma \leq 1)$ be generalized spherical Abel-Poisson operators in $E(\mathcal{X})$. Then for any $0 < \gamma \leq 1$ and $r \in \mathbb{Z}_+$, there holds for all $f \in \mathcal{X}$ that

$$\|\oplus^r V_t^\gamma f - f\|_\mathcal{X} \approx \omega^{r\gamma}(f, t^{1/\gamma})_\mathcal{X}.$$ 

Proof. Set $\Psi^\gamma$ the infinitesimal generator of $\{V_t^\gamma\} \{0 \leq t < \infty\}$. By (34), for $(\Psi^\gamma)^r f \in \mathcal{X}$ and $r \in \mathbb{Z}_+$, there holds $(\Psi^\gamma)^r f \sim \sum_{k=0}^\infty (-k\gamma)^r Y_k f$. By Lemma 5.1 and Theorem 4.2.4, $\|\oplus^r V_t^\gamma f - f\|_\mathcal{X} \approx K(\Psi^\gamma)^r(f, t^r)_\mathcal{X}$. In Theorem 3.3, set $a(x) = (-1)^{2/\gamma}a(x), b(x) = -x(x + 2\lambda)$ and $\alpha = (r\gamma)/2$, as $\lim_{x \to \infty} \left((-1)^{2/\gamma}a(x)\right)/((-1)b(x)) = 1, a(0) = b(0) = 0$ and $g(t) = (1 + 2\lambda t), (g(t))^{-1} = (1 + 2\lambda t)^{-1} \in C^{(2\lambda+2)}[0, +\infty)$, we obtain that $K(\Psi^\gamma)^r(f, t^r)_\mathcal{X} \approx K_D^{\Psi^\gamma}(f, t^r)_\mathcal{X}$ $(t > 0)$, then with (14) one obtains $\|\oplus^r V_t^\gamma f - f\|_\mathcal{X} \approx K(\Psi^\gamma)^r(f, t^r)_\mathcal{X} \approx K_D^{\Psi^\gamma}(f, t^r)_\mathcal{X} \approx \omega^{r\gamma}(f, t^{1/\gamma})_\mathcal{X}$. The proof of Theorem 5.3 is completed. □

We have the following similar result for generalized spherical Weierstrass operators.

Theorem 5.4 Let $\{W_t^\kappa\} \{0 \leq t < \infty\}$ $(0 < \kappa \leq 1)$ be generalized spherical Weierstrass operators in $E(\mathcal{X})$. Then for any $0 < \kappa \leq 1$ and $r \in \mathbb{Z}_+$, there holds for all $f \in \mathcal{X}$ that

$$\|\oplus^r W_t^\kappa f - f\|_\mathcal{X} \approx \omega^{2r\kappa}(f, t^{1/(2\kappa)})_\mathcal{X}.$$ 

Finally, we discuss the saturation properties for the Booleans of $V_t^\gamma$ and $W_t^\kappa$.

Theorem 5.5 For $r \in \mathbb{Z}_+, t > 0$, $\oplus^r V_t^\gamma$ $(0 < \gamma \leq 1)$ and $\oplus^r W_t^\kappa$ $(0 < \kappa \leq 1)$, the following statements are true.

(i) $\oplus^r V_t^\gamma$ is saturated with $O(t^r)$ and its saturation class is $H_1(-k^r; \mathcal{X})$;

(ii) $\oplus^r W_t^\kappa$ is saturated with $O(t^r)$ and its saturation class is $H_1(-(k(k+2\lambda))^r; \mathcal{X})$;

(iii) $H_1(-k^r; \mathcal{X}) = H_1(-(k(k+2\lambda))^r; \mathcal{X})$ if $0 < \gamma = 2\kappa \leq 1$.

Proof. (i) and (ii) are deduced from Remark 5.1 and Theorem 4.2.4. (iii) follows from Remark 3.2 by setting $\psi_0(x) = (-1)^{1/(r\kappa)}x^2, \varphi_0(x) = (-1)^{1/(r\kappa)}x(x + 2\lambda)$ and $s = r\kappa$. □

References


